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Barbara Wilk

Chief Editor of the European 

Cybersecuirty Journal

Dear Readers, 

It is fair to state that cybersecurity has never meant 
so much and has never affected as many people as 
it does today. Unprecedented acceleration of the 

digital transformation caused by the COVID-19 pandemic pushed us into a new realm, in which we 
are still learning how to function. Governments, companies, organisations, employers, and employ-
ees across the sectors needed to adapt to changes that nobody predicted. This black swan event 
affected every aspect of our lives and fuelled fears of what the future will look like.

It is not just the digital transformation that has accelerated – we also saw an increase in cyber-
threats targeting companies, organisations, individuals, as well as critical areas of the functioning 
of economies, such as the health or energy sectors (of which a recent example is the May 2021 
ransomware attack on Colonial Pipeline).

The multiplicity of topics that the reader will find in this issue – ranging from political and strate-
gic matters, such as European digital sovereignty or cybersecurity policy development in the EU, 
to the increasing role of data, AI resilience, and importance of education – is an excellent read for 
the times when the digital dimension is entering the next level.
We have no choice but to understand these changes, and I am pleased that this journal contributes 
to raising awareness and spreading knowledge on the most pressing cyber topics of these days. 
We must learn how to function in a new reality which besides uncertainty also carries nearly limit-
less potential, and is powering our economy.
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Ciaran Martin

Professor of Practice, 

Blavatnik School of Government, 
University of Oxford

It is an honour to be asked to join the Editorial Board 
of the European Cybersecurity Journal and to be 
asked to write the foreword for this latest issue. 
The Kosciuszko Institute, CYBERSEC Forum and 

the Journal are among the most important international ventures in helping our continent, with 
our partners in other free and democratic societies across the world, deal with some of the biggest 
challenges in technological security of our time. It is a privilege to serve alongside such impressive 
and impactful people too.

This edition of the Journal brings to life some of the most pressing themes in cyber security. In recent 
months we have seen the scourge of ransomware emerge from behind the veil of corporate extortion, 
impacting the lives of ordinary people through the severe disruption of fuel supplies in the United States 
and healthcare in Ireland. And ransomware reminds us, perhaps more starkly than other forms of cyber 
intrusion, that online security in organisations is basically about risk management. So the paper from 
Olaf Schulz and Julia Jasinska explores those concepts of cyber risk and trust and how they apply to 
and within organisations. Robert Muggah’s contribution focuses on resilience, the now essential con-
cept in helping organisations withstand intrusions, wherever they come from. 

These themes help us think through protecting the technology we have. But protecting the technol-
ogy we’re going to have, and keeping it open, free and economically sustainable in the face of com-
petition from China’s authoritarian alternative, is another crucial strategic cyber security challenge. 
That’s why a series of offerings on the cyber security of AI, as well as maintaining public confidence 
in our free and open Internet through transparency around issues like surveillance, should be of 
great interest in this issue. So too should more technical examinations of security of the Internet 
of Things, one of the most important opportunities to encourage the adoption of a new and more 
robust model of commercial cybersecurity. 

As always, there is plenty in this edition of the Journal for both the general and specialist reader, and 
anyone who cares about the online security of European societies.
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Digital sovereignty in the EU context has been 
outlined as five courses of action: increasing 
innovation and research capabilities, promot-
ing digital competency amongst citizens, using 
trustworthy IT, building up key technologies, 
and maintaining core command and control. 
How do these align with the wider European 
values such as fairness, transparency, democ-
racy, and sustainability? Also, in what ways are 
existing projects such as GAIA-X, CONCORDIA, 
the European Single Digital Market, the 3 Seas 
Digital Highway contributing to the EU’s digital 
sovereignty, as well as the digital sovereignty of 
our economies and societies?

First of all, I would like to thank you for hav-
ing this important conversation with me today. 
The Bundeswehr also believes that the five areas 
you mentioned are essential building blocks for 
digital sovereignty. We are pleased that they have 
now been laid down in the Berlin Declaration 
on Digital Society and Value-Based Digital 
Government. This way, they serve as a common 
European foundation of our future digital policy.

All our efforts contribute to these lines of action. 
The CONCORDIA project is a good example. With 
this project, we are establishing and expanding 
European cooperation in the area of cybersecurity. 
The CODE Research Institute at the Bundeswehr 
University in Munich is acting as the project lead. 
The consortium is made up of 55 partners from 
19 European nations. CONCORDIA will be a tool 
to strengthen research, market innovation, and 
capacity building and it will serve as a roadmap 
for cybersecurity research in Europe. Its vision 
is to create a community, build bridges, and lay 
the foundations for sustainable and close cooper-
ation amongst all those involved. This is how we 
put European values into practice.

CONCORDIA will be a tool to strengthen 
research, market innovation, and capacity 
building and it will serve as a roadmap for 
cybersecurity research in Europe.

Digital sovereignty entails that the EU takes con-
trol of its digital future by pursuing its own inter-
ests through cooperation and partnerships with 

The Path Towards 
European Digital 
Sovereignty

Interview with Lieutenant General 

Michael Vetter, Director General and 

Chief Information Officer of the German 

Armed Forces
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like-minded states, and Germany is perceived as 
one of the leading actors in laying the groundwork 
for that. In what ways does the EU seek to fos-
ter such collaborative efforts in mutually benefi-
cial ways? What opportunities are there for other 
member states to take on greater roles as we 
shape the EU’s digital domains and technologies 
that work for people?

Let me highlight that digital sovereignty is not about 
autarky or the implementation of protectionist 
measures. Rather, being digitally sovereign means 
to make sovereign and confident decisions on 
where we want to be independent and choose our 
own European way. For example, during Germany’s 
Presidency of the Council of the EU, the EU mem-
ber states agreed on rules for third-state partici-
pation in PESCO. This will benefit the collective 
security in Europe. More specifically, there are 
currently eight PESCO projects on Cyber/C4ISR 
(Command, Control, Communications, Computers, 
Intelligence, Surveillance and Reconnaissance). We 
initiated the PESCO project “Cyber and Information 
Domain Coordination Centre (CIDCC)” to improve 
the exchange of information on cyber issues with 
regard to planning, command, and control of EU 
missions and operations. Of course, these pro-
jects are open to the participation of other PESCO 
members and, with the new rules in place, also to 
third states.

The Bundeswehr and the German Ministry of 
Defence have undertaken numerous initiatives 
and considerable investment in research and 
innovation in a digital context and for cyberspace 
and cybersecurity. How can such capacities help 
bridge divides when engaging with stakeholders 
from the civilian sphere? What benefits do part-
nerships with civil society actors offer?

That is an important point. Currently, we are hardly 
able to solve the challenges in the cyber and infor-
mation space on our own, which is something that 
will grow even more acute in the coming years. 
At the same time, I am convinced that we have excel-
lent scientists, a strong industry and an innovative 
startup scene in Germany and in Europe that we can 

and must cooperate with. In recent years, we have 
launched a number of initiatives to strengthen and 
consolidate the ties between the stakeholders. 
We have an ongoing exchange with the industry 
in the form of regular strategic dialogues. Two key 
topics here are digital sovereignty and trusted IT. 
We are turning CODE, our own research insti-
tute, into a hub of federal IT security research and 
development. The Bundeswehr Cyber Innovation 
Hub (CIH) conducts targeted market analyses for 
us, establishes networks with the startup commu-
nity, identifies new ideas, and validates existing 
solutions. Ground-breaking and visionary inno-
vations in cybersecurity and the key technolo-
gies that are needed for this purpose will be intro-
duced and promoted by the Agency for Innovation 
in Cybersecurity. To bolster our digital sovereignty, 
the recently established Bundeswehr Centre 
for Research on Digitalisation and Technology 
(dtec.bw) will provide a safe environment and 
foster research at both Bundeswehr universities. 
The centre will also feature an incubator to support 
potential startups. This will help turn ideas into mar-
ketable products and services, and keep intellectual 
property within the country. In addition, a diverse 
digital council supports us on our path towards 
the digital transformation of the Bundeswehr.

As you can see, a broad cooperation with many 
different stakeholders is essential for us. Through 
our innovation initiatives, we have created spaces 
for open and creative cooperation with businesses 
and the civil society. This is the only way to gen-
erate technological and digital innovations using 
new means and approaches and, in that way, also 
boost our organisation’s agility. This will benefit 
both the Bundeswehr and the private sector.

Broad cooperation with many different 
stakeholders is essential for us. Through 
our innovation initiatives, we have created 
spaces for open and creative cooperation 
with businesses and the civil society.

In your Keynote Speech at the CODE Annual 
Conference last November, you highlighted 
fragmentation across national boundaries 
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as a challenge to delivering on outcomes in 
the cybersecurity landscapes. In this, you under-
scored CONCORDIA’s role and the establishment 
of the network of national coordination centres. 
What opportunities do you foresee for individual 
states to develop specialised national competen-
cies or expertise in the digital context, especially 
for information and knowledge sharing to promote 
collaboration and EU-wide resilience? What other 
challenges and threats is the EU facing in pursuit of 
its objective to engage as a global digital player?

If we want to be able to cooperate, we first have 
to build our own competencies, which we can 
then bring into cooperative projects in a targeted 
manner. The same is true for the other mem-
ber states. The European Cybersecurity Research 
and Competence Centre and the Network of 
National Coordination Centres will support our 
efforts by implementing targeted technology and 
research programmes in the area of cyber and IT 
at the European level, and by better coordinating 
research and knowledge across national borders.

To turn the EU into a global player in the digital 
sphere, we also have to reduce our technological 
dependencies. This includes completing the dig-
ital single market. The EU’s Digital Markets Act 
and the Digital Services Act significantly contrib-
ute to this goal. We will support their implemen-
tation as a priority.

Generally speaking, we will all have to rethink 
our attitudes: from need-to-know to need-to-
share, from isolated to connected, from silos 
to interconnectedness.

To turn the EU into a global player 
in the digital sphere, we also have to 
reduce our technological dependencies. 
This includes completing the digital 
single market.

Emerging and disruptive technologies are one 
of the key challenges we are facing right now, 
raising calls for more regulation and accounta-
bility, especially when it comes to their military 

applications. To what extent do EDTs affect mili-
tary defensive, offensive, and deterrent capabilities 
and strategies?

We are convinced that emerging and disruptive 
technologies generate opportunities. They will 
enable a better situational awareness, faster deci-
sion-making based on much more valid data and by 
this contribute to our security. More reliable data 
allows for making more objective, fully informed, 
smarter and therefore better decisions. Of course, 
technology always has to be used in line with our 
values and with international law.

However, EDTs also come with risks and chal-
lenges. These particularly concern our information 
security. One example is quantum computing and 
its possible ramifications for cryptography. These, 
too, are challenges that we have to address.

Non-state actors, such as entrepreneurs, tech-
nology companies, and NGOs, are taking on 
an increasing role on the global security stage, 
especially when it comes to advances in emerg-
ing and disruptive technologies. What incentives 
are there for private actors to partner with state 
actors (such as governmental bodies, militaries) 
and intergovernmental organisations (NATO)?

Just as we benefit massively from cooperating with 
non-state actors, so can they benefit from the pub-
lic sector in several ways. Firstly, we are prepared 
to take chances with ambitious research projects 
and to provide funding for them. Secondly, we act 
as an intermediary between science, business and 
administration, by bringing together the know-
how of universities, excellence in education, 
the ambition of the private sector and ourselves, 
the users. Thirdly, we create an environment at 
state universities that is conducive to the devel-
opment of startups. This way, the latest research 
findings can evolve into marketable business mod-
els. Currently, we are implementing these ideas at 
our Bundeswehr universities via a “founders” ini-
tiative integrated in the aforementioned dtec.bw 
eco system.
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So far, state cooperation with the industry and 
the economic sector has taken the form of a tra-
ditional client-contractor relationship. In recent 
years, however, it has become clear that further 
forms of cooperation are desired and required 
by both sides. Both sides should see themselves 
as partners and work closely together right from 
the start of a project or research scheme. Much 
has been achieved in this regard, for instance 
through a close cooperation on the mainte-
nance and systems support of weapon sys-
tems. Another example is the newly published 

“Action Plan on synergies between civil, defence 
and space industries”, in which the EU offers con-
crete collaboration incentives to the private sector 
and startups in particular. Furthermore, we are also 
breaking new ground in the area of cyber applica-
tions. Interested parties from the area of IT/tech 
can join our cyber reserve. By making available 
their skills to the Bundeswehr, they contribute to 
improving the cybersecurity of Germany. What is 
more, we have established partnerships in the area 
of cybersecurity that include the exchange of per-
sonnel. We need industry to participate in national 
security provision and to act as a long-term partner 
in maintaining our digital sovereignty. Our experi-
ence is that the industry itself is showing unprec-
edented interest in extended cooperation. It is not 
only economic aspects that play a role here. There 
is also great interest in doing one’s part to support 
the public and the state.

Many of the emerging and disruptive technol-
ogies outlined in NATO’s Science & Technology 
Trends report have dual use and serve both civilian 
and military purposes. To what extent does a blur-
ring military-civilian divide change the strategic 
and operational security landscape?

In contrast to past technological developments, 
which were often initiated by the military, emerg-
ing and disruptive technologies originate in the pri-
vate sector or the scientific community. This is why 
NATO is in regular and increasing exchange with 
the private sector, scientific institutions, public sec-
tor facilities and the civil society. The aim is for Allies 
to maintain their technological edge. The impor-
tance of close cooperation with the private sector 
and science requires innovative approaches to hir-
ing specialists, screening investments and funding.

We know that as a client, we must become faster. 
To achieve this, we are, for example, reorgan-
ising the way in which we provide IT services. 
Standardisation, rapid scaling and top-down con-
trol are just some of the features of what we call 
our digitalisation platform. It will help us better 
keep up with the enormous speed of innovation 
cycles in the future.
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In contrast to past technological 
developments, which were often initiated 
by the military, emerging and disruptive 
technologies originate in the private 
sector or the scientific community. This 
is why NATO is in regular and increasing 
exchange with the private sector, scientific 
institutions, public sector facilities and 
the civil society.

Autonomous capabilities are becoming increas-
ingly embedded in a range of technologies, with 
both military and civilian applications. Some 
have voiced concerns over the moral, ethical, 
and legal implications as the human factor is 
argued to be further and further removed from 
the decision-making process. What is your take 
on this? Should we be afraid of autonomous and 
AI-powered systems?

Our position here is very clear. The Federal 
Government is opposed to weapon systems that 
take life-or-death decisions completely out of 
human hands. During the UN negotiations on 
lethal autonomous weapon systems (in short 
LAWS) in Geneva, Germany advocates for any 
future weapon system, including such with auton-
omous functions, to remain under human control.

We want to use new technologies within our clearly 
defined boundaries. By using AI, for instance, we 
aim at increasing precision, reducing complexity, 
and putting the operator or commander in a bet-
ter position to take well-informed decisions. Using 
AI will enhance the protection of our personnel 
as well as civilians. Let me reiterate that this will 
always be done in line with international law and 
our Western values.

The choice, therefore, is not “AI or human?” We 
rather aim at effectively employing AI-based sys-
tems to support human decisions. Human deci-
sions regarding the use of weapons remain indis-
pensable, and so does human responsibility.

You also underscored in your Keynote, in the con-
text of the COVID-19 pandemic, that we are wit-
nessing additional challenges in the cybersphere in 
the form of disinformation, malware, fraud, theft, 
and other malicious cyber activity. How do we 
equip our citizens with the necessary digital liter-
acy, knowledge and tools to combat or report these 
threats? Teaching digital literacy and technical skills 
in school settings might be one approach, but what 
about older populations or those more vulnerable 
to falling victim to cyber-attacks and crimes?

Digital literacy is inseparably linked to digital sover-
eignty. For this reason, it constitutes one of five fields 
of activity we defined. However, this is not only about 
individual military or civilian members of the FMoD’s 
area of responsibility. Rather, sufficient digital skills 
must be consistently available across all command 
and leadership levels, both military and civilian. We 
must also get our industrial partners on board.

Since the area of responsibility of the FMoD rep-
resents only a fraction of society, I am glad, also as 
a citizen, that this important point is one of the key 
principles of the Berlin Declaration on Digital 
Society and will now be operationalised in the EU’s 
Digital Compass.

In the context of COVID-19, it is imperative to 
designate and protect essential services, criti-
cal infrastructures, and supply chains from a host 
of threats, digital and otherwise. Does the EU’s 
quest for digital sovereignty echo these needs? To 
what extent and in what ways?

The COVID-19 crisis has exposed a general need 
to quickly find innovative solutions and use digital 
technologies to maintain our ability to act. During 
Germany’s Council Presidency, we at the Ministry of 
Defence therefore worked towards consolidating 
the EU’s resilience in the digital realm and through 
digital solutions. What is more, the Programme for 
Germany’s Presidency of the Council of the European 
Union named digital sovereignty as “a leitmotiv of 
the European digital policy”. Digital sovereignty is 
a task that involves all parts of the state.
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The Commission of the European Union, too, con-
siders digital sovereignty to be a comprehen-
sive challenge involving the society, the econ-
omy, and security policy. As early as 2016, for 
example, the Directive on the Security of Network 
and Information Systems created important pre-
requisites for strengthening the European ICT 
industry and for protecting critical infrastruc-
tures. The European Industrial Strategy published 
last year identifies key technologies in which to 
strengthen the technological and industrial base and 
to protect supply chains. The recently adopted EU 
Cybersecurity Strategy also reiterates the integrated 
approach to protect against various cyber threats.

What is your greatest concern or even fear 
regarding cyber and digital security trends we are 
observing right now? What action are you taking 
today to prevent or mitigate their effects?

I am concerned about our increasing technologi-
cal dependence. That is why I believe we should 
focus on digital sovereignty, the necessary abil-
ity to act in and control the cyber and informa-
tion domain. It must be our goal to be able to 

accomplish our constitutional tasks securely, 
independently and without unwanted third-party 
influence. I cannot achieve digital sovereignty on 
my own, and neither can the German Ministry 
of Defence. This is a task involving state actors, 
academia, industry as well as the civil society in 
a truly comprehensive approach.

Another aspect is the exponential rate of techno-
logical development in many areas. It is becoming 
increasingly difficult to predict the consequences 
of technology. What is more, the gap between our 
implementation times and technological develop-
ment is becoming larger. But we are working on 
this as well; for one thing, we are steadily opti-
mising our planning and procurement processes. 
And we are creating drivers of innovation such 
as the already mentioned Bundeswehr Cyber 
Innovation Hub, the Cyber Agency or dtec.bw.

As you can see, we are tackling both the opportu-
nities and the challenges with equal determination. 
Ultimately, our goal is common digital sovereignty.

Questions by the Kosciuszko Institute

Lieutenant General Michael Vetter is the Director General for Cyber/IT and Chief Information Officer in the German 
Ministry of Defence in Berlin since April 2019.
Lieutenant General Vetter joined the Luftwaffe as an officer cadet in 1982 and served as a Supply Officer and Squadron 
Commander in a Tactical Reconnaissance Wing.
At staff level he served in various functions such as Assistant Chief of Staff Support in the Luftwaffe Air Transport 
Command and Branch Chief in the Luftwaffe Support Command. At MoD level he served as Assistant Branch Chief 
in the Air Staff, as Branch Chief Logistics Plans and Policy at the Joint Staff and as Assistant Chief of Staff for Support 
at the Joint Staff.
From 2003 until 2005 he was the Military Assistant to the Chief of the Air Staff.
Lieutenant General Vetter commanded Luftwaffe Maintenance Regiment 2 in Diepholz from 2005 until 2007 and became 
the Deputy Commander and Chief of Staff Bundeswehr Logistics Centre in 2009. From May 2013 until December 2013 
he served as the Deputy Chief of Staff for Support in ISAF Regional Command North, Mazar-e-Sharif, Afghanistan.
From 2012 until 2017 he commanded the Bundeswehr Logistics Centre located in Wilhelmshaven.
In 2017 he became the first Vice Chief Bundeswehr Cyber and Information Domain Service (CIDS) and the Chief 
of Staff CIDS Headquarters.
Lieutenant General Vetter holds a Master’s Degree in Economics from the Bundeswehr University Munich. He attended 
the German General Staff Officers Course at the Federal Armed Forces Command and General Staff Academy in 
Hamburg. He is a member of the Royal College of Defence Studies in London and a graduate from the Defence 
Resources Management Institute/United States Navy Postgraduate School in Monterey/California.
Lieutenant General Vetter is married to Yasmin. They have six children. His hobbies include cinema, reading and sports.
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First of all, thank you very much for taking 
the time to give us this interview. Let’s begin 
by explaining the new Cybersecurity Strategy’s 
place within the broader regulatory landscape of 
the Union. The new Cybersecurity Strategy pre-
sented last December was introduced as a key 
component of Shaping Europe’s Digital Future, 
the Recovery Plan for Europe and the EU Security 
Union Strategy. How do these strategies comple-
ment each other? How cybersecurity might be 
a stimulus in rebuilding a post-COVID-19 Europe?

I think that it makes absolute sense that cyberse-
curity is a key component of all these documents 
(and associated to even more than the ones that 
you mention). One of the priorities of the von der 
Leyen Commission was to take cybersecurity out 
of its digital and technology silo, and to upgrade it 
to a central place in the security ecosystem. There 
is no security without cybersecurity. This is why 
the Cybersecurity Strategy is a fundamental pillar 
of the Security Union. As this Commission has set 

the digital transformation of Europe as one of its 
top priorities, it is important to equip our digi-
tal economy and society with the safeguards our 
citizens need. 

You also mentioned the Recovery Plan for Europe. 
Obviously, we won’t be able to step up our secu-
rity preparedness and resilience in a digital world 
if we do not invest in this. This is why cybersecu-
rity also finds its place as a priority in the Recovery 
Plan. Member States have been encouraged to 
make full use of the EU Recovery and Resilience 
Facility to boost cybersecurity and match EU-level 
investment. For example, under the new EU 
Cybersecurity Strategy and new rules to make 
physical and digital critical entities more resilient, 
the Commission proposes to launch a network of 
Security Operations Centres (SOCs) across the EU 
to detect early signs of a cyberattack and to facil-
itate proactive action to boost our joint risk pre-
paredness and response at national and EU level. 
Several Member States have already submitted 

Cybersecurity 
– the Heart of the EU 
Security Strategy

Interview with Despina Spanou,  

Head of Cabinet of the Vice-President 

of the European Commission 

Margaritis Schinas
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their national recovery and resilience plans with 
concrete actions for developing national SOCs. 
The EU will top up these national investments 
with additional EU funding. The EU is committed 
to supporting the new EU Cybersecurity Strategy 
with an unprecedented level of investment in 
the EU’s digital transition over the next seven 
years, through the next Multiannual Financial 
Framework for the EU budget, notably the Digital 
Europe Programme and Horizon Europe, as well as 
the Recovery Plan for Europe. 

Furthermore, cybersecurity has become a stra-
tegic geopolitical factor. This is another reason 
why you will find it across the board in EU’s pol-
icy documents and as part of this Commission’s 
political agenda. For instance, cybersecurity is 
in the agenda for EU-US relations adopted upon 
the appointment of the Joe Biden administration 
in December 2020 (Joint Communication: A new 
EU-US agenda for global change). 

There is no security without cybersecurity. 
This is why the Cybersecurity Strategy is 
a fundamental pillar of the Security Union. 
As this Commission has set the digital 
transformation of Europe as one of its 
top priorities, it is important to equip 
our digital economy and society with 
the safeguards our citizens need. 

The pandemic has shown our new vulnerabili-
ties and the strategy introduces quite a few pro-
jects and initiatives to answer this challenge, such 
as the EU Joint Cyber Unit and the Cyber Shield. 
The latter, as the name suggests, might be exactly 
what we need to respond to the evolving threat 
landscape – a shield against adversaries. Could 
you explain in what ways is the Cyber Shield going 
to protect the EU citizens, institutions, and infra-
structure? What will be the main responsibilities 
of the EU Joint Cyber Unit and how does it aim 
to boost the Union’s overall level of preparedness 
and resilience?

During the COVID-19 pandemic, we indeed saw 
that cyberattacks increased, especially on some 

critical sectors of our economy and society such 
as healthcare. We saw recently the example of 
how a cyber-attack on a national health system 
can paralyze an EU Member State’s health ser-
vices at a time when their patients needed them 
most, cutting off access to patient records, forcing 
cancellations of medical appointments and delay-
ing COVID-19 testing. On top of that, this stolen 
sensitive personal data could potentially end up 
leaked or sold in the dark web. Cyber-attacks are 
a serious threat to our infrastructure and society’s 
well-being. This is why it is essential that we step 
up our capacity to work together in Europe to pre-
vent and respond to cyber threats in a coordinated 
and effective way, to protect our internal market 
and the EU’s citizens.

When it comes to security, EU has constantly worked 
to strengthen its security preparedness, focusing 
on making Europe more resilient to cyber-attacks, 
which could affect our digital and even physical 
life. The EU now needs to be agile and ensure it 
has the means to detect threats at early stage and 
deter these increasingly sophisticated and frequent 
cyber-attacks or cyber incidents. We can build on 
our culture of information sharing within the EU, 
and mobilise the full spectrum of legal and pol-
icy tools at our disposal to avoid and deter attack 
propagation across our internal market. We had 
already planted the seeds for this approach in 
the Blueprint on coordinated response to cyber-
attacks that affect more than one European Union 
Member State, as well as in the Cybersecurity 
Act, which mandated the European Union Agency 
for Cybersecurity (ENISA) to work with the EU’s 
Member States on their response in the case of 
a serious cybersecurity incident. 

With the Cyber Shield concept, we are bringing 
everything together to achieve this EU-coordinated 
approach. The network of SOCs that I mentioned 
earlier is expected to improve EU’s cyber resilience, 
through faster detection and response to cyber 
incidents, at national and EU level, and structured 
and coordinated operational cooperation as well 
as a mutual assistance mechanism in times of cri-
sis in several ways. First, by establishing national, 
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regional or sectoral SOCs serving private and/
or public organisations with real-time monitoring 
and analysis of network traffic to detect malicious 
activities and information sharing agreements with 
public authorities. Second, by leveraging state of 
the art Artificial Intelligence (AI), machine learn-
ing techniques and computing power to improve 
the detection of malicious activities. And third, by 
enabling dynamic adaptation in changing threat 
landscape, the sharing of actionable cyber threat 
intelligence based on activities detected across 
borders, and notifying affected entities enabling 
them to take swifter action.

In addition, we are also trying to advance our 
knowledge on cyber threats, which are constantly 
evolving, and step up our operational capabili-
ties. This requires high-level cybersecurity exper-
tise, great coordination and operational maturity. 
This is the idea behind the Joint Cyber Unit, which 
will be an essential operational component of this 
cyber shield for EU. 

As you mentioned, the threat landscape is 
expanding even further during the pandemic; 
the Commission is responding to that through 
the revised NIS Directive, also known as the NIS 
2.0, and planning to address with this revision 
some of the limitations that were perhaps unfore-
seen as the original Directive entered into force in 
August 2016. What are some of the major shifts 
in the cybersecurity landscape you have noticed 
within the last five years that perhaps under-
scored the importance of adopting this revision?

The NIS Directive proposal was prepared as early 
as 2013, eight years ago. For the cybersecurity 
landscape, this period of time is an eternity. While 
the threat landscape has changed resulting in chal-
lenges to the security of the digital and physi-
cal world, important and positive changes have 
also occurred on the policy side. Back in 2013, 
the approach was different. Today the EU, includ-
ing its Member States, opts for a coordinated 
approach to the cybersecurity and overall security 
of the internal market and our European way of 
life. At the time of its adoption, the NIS Directive 

was already an ambitious proposal, but now we 
need to improve it and take on board all the les-
sons learned from its implementation. 

Our proposal for a revised NIS Directive, also 
known as NIS 2.0, might not seem ground-break-
ing but this is because it is a very targeted review. 
It is adapting some parts where we see the need 
for more harmonisation. For instance, the cyberse-
curity cooperation between the public and the pri-
vate sector, and among industries, is still not mature 
across the EU. This has led to considerable dispar-
ities in terms of incident reporting. This culture of 
secrecy, of threat intelligence not being shared, has 
to be reversed, because it can cost society dearly. 
You are not protecting your organisation by not 
reporting an incident, which could potentially 
result in having whole system stall and whole parts 
of the society cease to operate – because here 
we are talking about critical sectors such as trans-
port, energy, healthcare or banking. This is why we 
stepped up enforcement in our NIS2 proposal. 

The second part where there was not a level play-
ing field concerned the unclear delimitation of 
the scope of the NIS proposal. The absence of 
a harmonised designation of operators of essential 
services or critical infrastructure companies led to 
a very uneven situation across the Member States. 
This is why we decided to provide thresholds that 
would allow a more even spread of the identi-
fication of critical infrastructure services under 
the directive. When it comes to the sectors to be 
covered, we had to fill in certain gaps. It is incon-
ceivable today not to include the pharmaceutical 
sector or the food sector along with healthcare, 
just as it is inconceivable not to cover public admin-
istration as critical infrastructure. One just has to 
look at the news in recent weeks and months on 
the hacking of the US Treasury and Commerce 
departments, on the impact on the US economy 
of the ransomware attack on the Colonial Pipeline, 
or on Ireland’s Health Service Executive. 

The changes we proposed through the review of 
the NIS Directive follow the philosophy of the NIS 
1 Directive, and this is why we see the negotiations 
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going rather smoothly with the Member States. 
What is new, however, is that by presenting 
together the revisions of the NIS Directive and of 
the Directive on critical entities resilience to align 
their scopes, we are breaking the silos of digital 
and physical security to ensure the same level of 
protection to the most vital parts of our societies. 

You are not protecting your organisation 
by not reporting an incident, which could 
potentially result in having whole system 
stall and whole parts of the society cease 
to operate – because here we are talking 
about critical sectors such as transport, 
energy, healthcare or banking. This is 
why we stepped up enforcement in our 
NIS2 proposal.

The revision might not be ground-breaking, but 
it does introduce further enforcement that will 
in the end provide better results, like you said. 
Under the new strategy, member states are also 
encouraged to complete the implementation of 
the EU 5G toolbox. What are the overall takea-
ways regarding countries’ progress in implement-
ing the toolbox of mitigating measures, for exam-
ple, and what would be the next key objectives 
and actions of the Commission in this regard?

On the day of the adoption of the Cybersecurity 
package in December 2020, the Commission pub-
lished a report on progress in implementing the EU 
5G toolbox of mitigating measures. The review 
shows that most Member States have followed 
the approach proposed by the Commission. Since 
the previous progress report of July 2020, we see 
that they made progress in using the tools, assign-
ing the operators the 5G services and in bring-
ing the toolbox criteria into national processes. 
There are still some differences between Member 
States, with some of them being more advanced 
in certain areas than in others. However, over-
all, Member States seem to be keen to continue 
the EU coordinated approach on the cybersecu-
rity of 5G networks. The Toolbox has been per-
ceived as a useful instrument providing compre-
hensive guidance, based on risks and an objective 

methodology, to help them with their national pro-
cesses. We also see that partners of the EU are 
starting to look at how we achieved the Toolbox 
approach in this matter, including for other areas and 
for other future technologies. It is vital to maintain 
this momentum and commitment on implement-
ing the 5G Toolbox as an EU coordinated approach. 
In the EU Cybersecurity Strategy, we have detailed 
the way forward, with key objectives and concrete 
actions to continue coordinated work at EU level. 
These objectives are to ensure future convergence 
in risk mitigation approaches across the EU, support 
continuous exchange of knowledge and capacity 
building, and promote supply chain resilience and 
other EU strategic security objectives. 

Another thing that perhaps might cause some, let’s 
say, barriers or blockades is the digital talent gap 
in both the private and public sectors and more 
broadly gaps in digital skills among European citi-
zens. In the past you have highlighted that missing 
skills are a threat on their own and that one way 
to address the talent gap is by bringing in people 
from a variety of other sectors, not just the tech-
nology sector. Could you elaborate on what bring-
ing people together from a variety of backgrounds 
could mean in practice, is it something that we 
do at the hiring stage or by forming coalitions 
between industries?

Indeed, solid digital skills are a cornerstone of 
a successful Europe’s digital transition. Yet, the dig-
ital skills gap in Europe is a reality. That is why in 
the new Skills Agenda we adopted last summer, 
we have set for the first time a very high target 
for digital upskilling and reskilling: by 2025, 70% 
of the adults (or 230 million people) should have at 
least basic digital skills. 

The cybersecurity skills gap is a key dimension of 
the digital skills issues, and it plays out at all lev-
els. First, at the level of users, or consumers of 
digital products. People have now become very 
familiar with their data protection rights following 
the GDPR, which has been implemented in a way 
that encourages everyone to take care of their privacy 
online. However, we have not achieved the same 
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level of familiarity yet when it comes to cybersecu-
rity. Cyber hygiene is not something that is auto-
matically followed by everyone who has a smart-
phone, a tablet or a computer. But it is precisely 
these everyday devices, and the lack of vigilance by 
their users, that open the door to malicious actors, 
who, without necessarily intending to harm us per-
sonally in the first place, use us as tools to create 
botnets, to serve organised crime, and to destabilise 
democratic and peaceful societies. This worrying 
trend can only grow exponentially in an increasingly 
digital society. This is why we need people who will 
bring cyber hygiene into general education as a skill 
that everybody must have if they are going to be 
owners of electronic equipment. 

On the other hand, we are facing a massive short-
age of cybersecurity experts, and especially in 
the public sector. There is a struggle between 
the public and private sector. The more attractive 
financial perspectives in the private sector make 
it difficult to attract and retain people with cyber-
security expertise in the public sector. But more 
generally, as you pointed out, there is a lack of 
enthusiasm from other disciplines to join the cyber-
security field, because it is perceived as a technical 
area, reserved only for ICT and digital experts. I am 
a strong advocate of bringing talents from every-
where into cybersecurity. Cybersecurity needs law-
yers, policy-makers, managers, people who under-
stand economics, geopolitics or psychology. It is 
a truly interdisciplinary field. This is why, in addition 
to strengthening the cybersecurity skills of ICT spe-
cialists, it is crucial to provide for training opportuni-
ties for the non-experts. We also need to encourage 
people at a younger age to enter the field, explain-
ing that cybersecurity is something that gives you 
an assured job – and a job in a critical profession, 
which can have a huge societal benefit. Therefore, 
we need a bigger place for cybersecurity in the edu-
cation system as a whole, as well as cybersecurity 
training for the public and private sectors. Public-
private partnerships can help this to happen. Let 
me highlight that the cybersecurity skills gap is 
not an EU specificity: this is not an area where 
Europe is doing worse than the US – actually, 
quite the opposite. 

It is therefore very important that we create hubs 
of knowledge and training. The Regulation estab-
lishing the European Cybersecurity Competence 
Centre, which has been adopted by the Council 
in April, should help to boost cybersecurity skills 
and expertise across the EU, by identifying where 
to bring together experts from the public, aca-
demic and the industry sectors, who have knowl-
edge and who teach others, in an easy, accessible, 
non-costly way. 

Cyber hygiene is not something that is 
automatically followed by everyone who 
has a smartphone, a tablet or a computer. 
But it is precisely these everyday devices, 
and the lack of vigilance by their users, 
that open the door to malicious actors, 
who, without necessarily intending to 
harm us personally in the first place, 
use us as tools to create botnets, to serve 
organised crime, and to destabilise 
democratic and peaceful societies.

It’s all interconnected. It seems like trust is 
the most fundamental value we should cherish 
to make all of this work and the EU also has that 
firmly enshrined in its approaches to cybersecu-
rity policy, whether it manifests in communica-
tions that inform people of how their data is used 
as you mentioned with the GDPR or in the certi-
fication and accreditation requirements for tech-
nical goods and suppliers. The importance of 
trust cannot be ignored. How can we foster even 
greater trust, not just between member states but 
also between individuals? How the three areas of 
actions proposed in the new cybersecurity strat-
egy can perhaps enhance this process?

I believe that trust can be achieved by giving peo-
ple reliable assurances that what they use is safe. 
EU policy makers and authorities have a responsi-
bility to ensure that products and services available 
in the EU’s internal market are safe. In Europe, we 
do it for the physical safety of the products and ser-
vices. We also ensure that a product recalled in one 
part of Europe is recalled in all 27 Member States. 
We have to move forward and follow the same 
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approach for connected products, not just in terms 
of their physical qualities and safety but also of their 
security. From homes and cars to medical prod-
ucts and services, our whole economy and society 
is connected. We can no longer afford not to have 
clear safety rules for the cybersecurity of connected 
products and digital services. This is one of the areas 
we announced in the Cybersecurity Strategy for fur-
ther reflection. For this, we have to work with hard-
ware and software manufacturers. We have to give 
users the assurance that their connected products 
or offered services in the EU are safe. 

Part of this assurance is the certification schemes 
that will be adopted in the coming years. The EU 
is the first place in the world to have a certifica-
tion possibility for ICT products, services and pro-
cesses. For instance, the work launched on a cloud 
certification scheme is very important – this is 
where all our data is stored. Certification can allow 
manufacturers or providers of such products and 
services to offer the necessary assurance to users 
and consumers about their security. 

To this can be added the more general impera-
tive of transparency in cybersecurity matters – 
to create trust, we need to talk about cybersecu-
rity, pointing out who is responsible for what, and 
each being accountable for what we do. We have 
to learn from the bad experiences. If you look at 
product safety for instance, the products that are 
being recalled today are not the same products that 
were being recalled five or ten years ago, because 
through the recalls and the continuous monitoring 
of the market, we have learnt and improved, and 
so has the market. We have to do the same with 
the security of connected products.

Words like cyber and digital are quite often used 
to describe what the next decade is going to look 
like. You could say perhaps it’s a sign of the times, 
especially now when much of our lives moved 
online. What do you believe should be on our 
digital security radar, not only in terms of threats 
but also opportunities maybe for the next five to 
ten years?

Our priority should be to achieve a safe and open 
connected world, i.e. a world in which every-
body feels safe to be connected. For this to hap-
pen, action is needed worldwide. The Internet 
became successful and evolved because was open 
and accessible to each and every of us around 
the globe. We need to protect this approach for 
an open and safe cyberspace.

In order to have a safe cyberspace, we need to 
ensure high level of cybersecurity as well as to 
invest in cybersecurity diplomacy, because not 
everybody considers security the same way 
across the world. Furthermore, we should not for-
get that in a connected world, when we discuss 
security or trade relations between nations, dig-
ital has to come in, because it is part and parcel 
of our life. This is where we need a paradigm shift 
of not talking digital as if it was something sepa-
rate or irrelevant from the rest. It is part of all our 
aspects of our socioeconomic life. 

The digital transformation started 30 years ago, 
and today it is an integral part of our life but 
we have to make sure that we have in place all 
the safeguards in terms of security and privacy 
that we normally have in our physical world. In 
the physical world, nobody can enter your home 
without asking you, nobody can take your informa-
tion without asking you, you have in place the nec-
essary legislation, processes and the right author-
ities to enforce the laws. All these have to exist 
also in the digital world. We need to break the silos 
between the physical and the digital world. This is 
what this decade should be about. 

Then, we need a technological revolution, espe-
cially in Europe. On Artificial Intelligence (AI), we 
need a revolution in our way of thinking. We need 
to draw on all our technological capacity and build 
products and services that will serve our society. 
The pandemic clearly illustrated how AI can ben-
efit our society. Without Artificial Intelligence, our 
response to the pandemic would have been much 
slower. We had for instance the opportunity to 
sequence the virus in a high-performance com-
puter in Spain, which allowed us to understand 
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fast what the virus was about. We need tech-
nology that matches the challenges of today and 
tomorrow. And we need to be more courageous 
with the use of technology in our daily life. In 
recent months, we have shown that we are capa-
ble of rethinking our education and work systems 
by harnessing our technological tools, whether it 
be through teleworking or distance learning. But 

to be more confident and less hesitant, we need 
safeguards. In Europe, these safeguards are found 
in security and in fundamental rights that define 
our European way of life.

Questions by the Kosciuszko Institute,
Conducted by Ewelina Kasprzyk
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Current challenges to strong cryptography are not coming only from technology advances 

but from global policy-makers. Unable to strike the right balance between privacy and 

security, we are often left with neither. This is a grim echo of an earlier battle, namely 

the crypto wars of the 1990s. That battle was won by privacy advocates and cryptogra-

phers, and we need to take those lessons moving towards a post quantum secure future.
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and Privacy to Save It
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OPINION

Introduction

Likely you’ve seen in TV shows and movies a scene 
where police or intelligence agents are hot on 
the trail of a villain and are trying to get informa-
tion, usually crucial to saving lives. But the infor-
mation is “encrypted”, putting the investigation 
and lives at risk. No problem, some stereotypical 
“hacker” character (in a hoodie) says, we’ve got 
a “backdoor” and can “break” the encryption. Voilà, 

a few (unnaturally fast) keystrokes later they have 
the information they need, they catch the villain, 
save lives, happy ending, story over.

But we know life isn’t like TV shows or movies. 
“Backdoors” like that don’t exist in encryption 
today. And while underhand trickery might make 
for a good story, the reality is that if it were true, 
we would all be living in a world that’s not safer but 
much less safe.
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In the United States, there’s an absurd saying: 
“sometimes to save a village you have to burn it”. 
The saying supposedly comes from the Vietnam 
War and points out the absurdity of using a noble 
end to justify horrific means to that end when 
those horrific means destroy the very intended 
noble end itself.

We’re looking at the same absurd situation when 
it comes to encryption. People with noble ends – 
stopping crime, terrorism, child pornography, and 
human trafficking – are proposing means to those 
ends – weakening encryption with backdoors – 
that would in fact destroy the very end goal of 
security and privacy for everyone.

The situation is made even more complicated when 
we look at the very likely coming impact on current 
cryptography from quantum computing, which is 
looming as a force of its own that threatens past, 
current, and potentially future encryption and by 
extension security and privacy for everyone.

This creates a real-world ethical challenge for 
us in cybersecurity. How do we protect people’s 
security and privacy while also trying to solve 
the pressing problems of stopping crime, terror-
ism, child pornography, trafficking – and staying 
mindful of the threats posed by the coming sea 
change quantum computing will likely bring?

Ethics is never easy: it’s a discipline that requires 
grappling with questions and this is no exception. 
Part of the process of ethical grappling is under-
standing the full scale of the problem set and that’s 
what I’m going to do in this essay, as well as highlight 
possible solutions that I feel best balance the right 
(or least wrong) answers to these problems.

How do we protect people’s security 
and privacy while also trying to solve 
the valid problems of stopping crime, 
terrorism, child pornography, trafficking 
– and staying mindful of the threats 
posed by the coming sea change quantum 
computing will likely bring?

I believe these issues can be addressed in a bal-
anced way. But like all good solutions, it requires 
several nuanced elements to come together. 
We should not weaken encryption, now or in 
the future. We should continue to work with legit-
imate agents that need legitimate access to infor-
mation that may be encrypted to find effective, 
targeted ways to get that information without 
weakening encryption for everyone. And by con-
tinuing to support the strongest encryption pos-
sible, we can mitigate the risks that all encrypted 
information – past, present, and future – faces 
from quantum computing.

Why Weakening Encryption Is Actually 
Ineffective and Dangerous

We are today witnessing a revival of the “crypto 
wars” of the 1990s/2000s.

As a refresher, in that era governments, e.g. of 
the United States, treated encryption products 
like munitions with strict export controls around 
it. For example, you could use 128-bit encryption 
on your Windows NT 4.0 webserver in the United 
States, but if you wanted to stand up that same 
server in France, you’d have to use the weaker 
40-bit encryption version. At the same time, law 
enforcement agencies pushed hard for a special 
backdoor for encryption that (in theory) only they 
could use. This all culminated in the failed “Clipper 
chip” initiative.

Those Crypto Wars ended with the Clipper 
chip dying and export controls being lifted. 
In the years since, we’ve seen global adoption of 
strong encryption in conjunction with the expo-
nential growth of life on the Internet. Arguably, 
the stellar growth we’ve seen in the past 15 years 
or so is a positive result of how the Crypto Wars 
of that era played out.

Today, however, the basic ideas behind the Crypto 
Wars are back on the table. After a series of 
high-profile events where law enforcement 
claimed that strong encryption was impeding their 
work, we saw law enforcement and governments 
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once again calling for backdoors in encryption, 
ostensibly only for their use. The most notable 
example of this was in the wake of the December 
2015 San Bernardino attack where law enforce-
ment encountered problems accessing encrypted 
data on the attacker’s iPhone and said that in this 
case a backdoor would be critical for them to have.

The arguments for backdoors being made today 
mirror those from the Crypto Wars. The objec-
tions to those arguments remain fundamentally 
the same. Implanting backdoors or weakening 
encryption in any way jeopardises security, pri-
vacy, and data integrity for everyone at all times.

Implanting backdoors or weakening 
encryption in any way jeopardises 
security, privacy, and data integrity for 
everyone at all times.

Benjamin Franklin famously said in Poor Richard’s 
Almanack in 1735: “Three may keep a Secret, if 
two of them are dead”. That saying holds true with 
encryption. The idea that special backdoor decryp-
tion keys will always ever only be used by trusted 
entities presumes perfect technical implemen-
tation and flawless process execution, neither of 
which are realistic. Aside from the risks of loss or 
misuse of the legitimate keys by legitimate enti-
ties, the reality is that the chances any built-in 
backdoor will be independently discoverable by 
other untrusted entities are very high.

Put simply, building any kind of backdoor into 
encryption means it’s already broken on day one. 
It’s only a question of when, not if, untrusted enti-
ties learn that it’s broken and how to exploit that 
for their own gain. And once encryption is broken, 
it’s broken for good. We’ve seen this already with 
encryption schemes that have had to be retired 
because the increase in computational power broke 
them. For example, the 40-bit encryption you had 
to use in the 1990s outside of the United States 
isn’t used today because it’s essentially useless.
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Often discussions around the benefit of encryption 
backdoors to law enforcement rely on the anal-
ogy of a wiretap on a physical telephone line. 
Wiretapping with a court order is a legal activity 
with a long accepted history. However, this anal-
ogy is specious and inaccurate when we talk about 
encryption backdoors. Wiretapping is a practice 
that legally breaks the confidentiality of specific 
individuals at a specific time by targeting the rel-
evant endpoints: it doesn’t disrupt the confiden-
tiality and integrity of all calls of everyone using 
the phone system at all times, which is precisely 
what encryption backdoors do.

It’s also worth continuing the wiretapping analogy 
in a different direction to show that there are via-
ble alternatives more in line with traditional wire-
tapping methodologies. Law enforcement and 
intelligence agencies have a number of alterna-
tive tools at their disposal that can gather informa-
tion which is encrypted in transit without relying 
on backdoors and that target specific individuals 
the way wiretaps do. With appropriate warrants, 
these agencies can target individuals’ comput-
ers and devices in a way that accesses data that 
has been encrypted in transit in an unencrypted 
form on the device. There are also ways to break 
encryption on specific devices without breaking 
encryption for everyone at all times.

There’s also a practical point around effectiveness. 
If a specific encryption algorithm is known to be 
backdoored, the very people that this backdoor 
is meant to track will simply use other, non-back-
doored encryption for their purposes.

All of this is to say that while there are reasona-
ble arguments for the ends that advocates of back-
doors want to achieve, the means to those ends 
are actually both ineffectual and dangerous, put-
ting everyone’s security and privacy at risk in 
a fruitless quest to try and (understandably and 
legitimately) target a small, admittedly dangerous 
subset of people.

How Quantum Computing Will Challenge 
Current (and Past) Encryption

We are in the middle of a developing revolution 
in computing that could be bigger than the com-
puting revolution itself and possibly as big as 
the industrial revolution: quantum computing.

While we’re not there yet, even some of the most 
conservative forecasters estimate we’re only ten 
years away from quantum computing being a major 
disruptive force. And when we look at quantum 
computing, one of the major ways in which it will 
be highly disruptive is what it will mean for past, 
present, and future encryption.

We are in the middle of a developing 
revolution in computing that could be 
bigger than the computing revolution 
itself and possibly as big as the industrial 
revolution: quantum computing.

To understand the impact, it helps to cite 
an example from television. In the HBO series 
Silicon Valley, the main characters realise that 
they’ve created an artificial intelligence (AI) that 
is on the verge of being so powerful that it will 
be able to break all known encryption, easily, in 
a matter of days. They recognise that this literally 
puts the entire Internet at immediate risk because 
there will be no way for there to be secure pay-
ments or communications; basically, security or 
privacy as we know them will be gone.

I won’t spoil the story and tell you how that ends, 
but the important thing to understand is that with 
quantum computing we really are facing that sce-
nario in real life, and facing it in just a few years.

Fortunately there is work being done in encryp-
tion by both physicists and cryptographers on two 
separate solution tracks that can potentially meet 
this challenge. But the question remains whether 
it’s going to come fast enough to prevent this kind 
of apocalyptic reckoning. A key point in the work 
of both these groups though is that we need to 
be strengthening current encryption today as 

https://en.wikipedia.org/wiki/Silicon_Valley_(TV_series)
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much as possible as soon as possible to mitigate 
the potential negative future impact of quantum 
computing on encryption.

However, we don’t have encryption in place 
today that we can confidently say will withstand 
the power of quantum computing. And we’ve 
already seen what happens when encryption algo-
rithms that were once thought to be “secure” are 
broken by increased computing power.

The Data Encryption Standard (DES) was a 56-bit 
encryption algorithm developed in the 1970s. 
In 1999, nearly 30 years after it was devised, 
a DES key was broken by distributed.net and 
the Electronic Frontier Foundation in 22 hours and 
15 minutes, effectively killing the algorithm. It’s 
worth noting DES was 16 bits stronger than what 
people were limited to for export during the Crypto 
Wars, meaning that encryption was even weaker.

After DES was broken, people who built and used 
server software, browsers, websites, and mobile 
devices all had to go through a protracted, pain-
ful process of changing encryption algorithms to 
ensure they were all using more secure encryp-
tion. It was a process that took years. And any rest-
ing data coded with DES that remains accessible is 
now functionally not encrypted. Like in the Silicon 
Valley episode alluded to, information encrypted 
with DES effectively became plaintext overnight.

As quantum computers come into their own in 
the coming years, this is what we have to look for-
ward to as more encryption algorithms that once 
took the lifetime of computing power to break are 
cracked in hours or even seconds.

How Moves to Weaken Encryption and 
Quantum Computing Collide

We stand at a point in time right now where peo-
ple are lobbying to weaken encryption with back-
doors while at the same time we can sense the near 
future when existing encryption algorithms with-
out backdoors are likely to fall to the power of 
quantum computing.

These two trends run the risk of colliding and mak-
ing the current situation around encryption and by 
extension security and privacy worse for everyone. 
And they portend to make the future even bleaker.

Current encryption is facing a clear and pres-
ent danger already from quantum computing. 
Moves to weaken existing encryption with back-
doors will only make the risks we’re facing signifi-
cantly graver. When something is already weak in 
the face of a coming onslaught, further weakening 
it, no matter how good the ends are, is the wrong 
and dangerous thing to do.

Further weakening existing encryption with 
backdoors will only hasten and make more likely 
the cryptographic apocalypse that Silicon Valley 
fictionally outlined and that we’ve seen hints of in 
the demise of past encryption algorithms.

Our focus around encryption now should be 
on strengthening, not undermining encryption, 
so as to better prepare for the impact of quan-
tum computing.

And as I’ve outlined, the approach of introducing 
backdoors into encryption is reasonable but mis-
guided: it sacrifices security and privacy for every-
one in a quest to understandably target a small but 
dangerous subset of individuals.

Conclusion

So what should we do to address these two collid-
ing streams today?

We should be doing all we can to strengthen 
encryption to mitigate the likely impact of quan-
tum computing. As I said, there are promising 
trends in this space and they should be pursued 
with all due speed.

We should be doing all we can to 
strengthen encryption to mitigate 
the likely impact of quantum computing.

https://en.wikipedia.org/wiki/Distributed.net
https://en.wikipedia.org/wiki/Electronic_Frontier_Foundation
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We should recognise the valid ends those arguing 
to weaken encryption with backdoors have but 
stand firm in saying that’s a wrong and danger-
ous direction. We can work to find other means 
to those same ends, ones that protect security 
and privacy for everyone while giving govern-
ments and other legitimate entities the tools 
they need to meet those ends in an appropri-
ately limited and targeted fashion, just like with 
traditional wiretaps.

It’s not a simple answer: it’s a nuanced answer. But 
that gets to the heart of ethical conundrums: there’s 
almost never a simple answer, nor should there be.

These issues reflect the fundamental tension 
between individual freedom, security, and pri-
vacy and the collective need for safety and secu-
rity. Those values are almost always in tension but 
it’s a healthy tension that reflects some of the best 
and most important characteristics of our open 
and free society. We want to preserve freedom, 
security, and privacy. And we don’t want to destroy 
those very things in our efforts to preserve them.
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ABSTRACT:

The COVID-19 pandemic accelerated digital transformation around the world. The digital-

ization of government services, commercial transactions and social interactions generates 

benefits. But the digital transition also has a dark side, including sharpening digi-

tal divides and environmental costs. It is also giving rise to diverse online harms, from 

misinformation and disinformation to hate speech, extremist content and massive cyber-

security risks. Governments, businesses and civil societies must actively cultivate digi-

tal resilience - anticipating, adapting to, recovering and learning from digital threats. This 

requires approaching digital risk as an enterprise-wide concern; assessing and quanti-

fying the scope of digital risk; ensuring that company leadership understands emerging 

risks; and developing a playbook to appraise and respond to digital risk. 
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The digital revolution – a process that started in 
the early 1990s and is continuing into the present 
– is fundamentally changing the way we live and 
interact. The COVID-19 pandemic is accelerating 
the global shift toward digitalization while simul-
taneously widening digital divides and generat-
ing new digital vulnerabilities. Although the digital 
economy is speeding-up recovery and expanding 
opportunity, governments, businesses and civil 
society will need to navigate the digital transition 
with care. Those who successfully invest in inclu-
sive and sustainable digital transformation, antici-
pate online risks and cultivate digital resilience will 
thrive. Doing so requires developing a mindset to 
adapt to and benefit from the upsides of digitiza-
tion and minimize its many downsides.

Global digitalization was disrupted, and then accel-
erated, by COVID-19. In less than a year, the dis-
ease outbreak transformed the form and functions 
of government services, commerce and social 
interaction both online and offline. Future histo-
rians will likely look back on the post-2020 period 
in much the same way we currently do about 
the aftermath of the Second World War, another 
era of a profound disruption. That the COVID-
19 pandemic occurred at a time of deep geopo-
litical divisions and heightened tension aggra-
vated the crisis. The pandemic arrived at precisely 
the moment when international cooperation was 
most needed to deal with the myriad of global 
challenges from climate change to nuclear threats 
and cybersecurity (Muggah, Steven, and Torres, 
2020). One thing is for certain: there is zero proba-
bility that we are returning to the ‘old normal’.

The Bright Side of the Digital Revolution

Notwithstanding the many health-related, political, 
societal and economic traumas inflicted by 
the pandemic, one of its most dramatic effects 
was how it contributed to a surge in digitiza-
tion. Around the world, the equivalent of a dec-
ade of digital onboarding occurred in less than 
ten months. Overnight, governments, busi-
nesses and citizens were forced to adapt to quar-
antines, restrictions and physical distancing. 

Entire workforces started working from home 
and moved their activities online. Countless sup-
ply chains were re-engineered, shifting from 
just-in-time to just-in-case. For many state offi-
cials, business people, and workers the choice was 
stark: go digital, or go dark. 

Countless supply chains were 
re-engineered, shifting from just-in-time 
to just-in-case. For many state officials, 
business people, and workers the choice 
was stark: go digital, or go dark.

The COVID-19 pandemic precipitated a long-antic-
ipated tipping-point in digital transformation. 
During the mid-1990s, technology enthusiasts 
predicted that the rapid spread of the Internet 
and powerful computing would generate new 
efficiencies, innovations and economies of scale. 
But the promised explosion of e-government and 
e-commerce never emerged after the dot-com 
bubble burst. But the digitization process has 
sped up since the 2000s. Over the past two dec-
ades, the world’s digital footprint has increased 
exponentially. Presently, global IP traffic is almost 
150,000 GB per second compared to 100 GB 
per day three decades ago. The spread of cloud 
computing, AI and billions of digitally connected 
devices set the stage for massive transformation of 
governance, commerce and everyday interaction.

Just before the arrival of COVID-19, the digital 
economy was growing more rapidly than the real 
economy. Depending on how it is defined, its total 
value amounted to roughly $11.5 trillion, or 15 
percent of global GDP (The World Bank, 2016). 
Researchers believe this could rise to as high as $37 
trillion, or 26 percent of GDP, by 2040 (Huawei & 
Oxford Economics, 2017). States with mature infor-
mation and communications infrastructures – such 
as Estonia, Finland, Ireland, Singapore, South Korea 
and Taiwan – are well positioned to benefit from 
this growth. Advanced and emerging economies 
alike stand to gain if they can leverage new tech-
nologies to optimize processes and production, 
reduce transaction costs and digitize their supply 
chains. But progress will be more gradual until they 

https://www.weforum.org/agenda/2020/04/we-need-major-cooperation-on-global-security-in-the-covid-19-era/
https://www.weforum.org/agenda/2020/04/we-need-major-cooperation-on-global-security-in-the-covid-19-era/
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overcome structural issues related to the genera-
tion, storage, processing and transfer of data.

COVID-19 has accelerated the digital transforma-
tion in clear and visible ways. One of these is near 
ubiquitous data and connectivity that is powering 
the new economy, with around 60 zettabytes that 
were produced in 2020 and almost three times as 
much expected by 2025. Dependence on cloud 
computing jumped by a third in 2020 (Kaur, 2021). 
Network operators registered as much as a 70-per-
cent increase in the demand for Internet and mobile 
data services (Beech, 2020). Videoconferencing 
sky-rocketed by 700 percent last year (Sherman, 
2020). Not surprisingly, the valuation of social 
media and remote conferencing companies soared. 
As impressive as these gains are, the digital trans-
formation has not benefited everyone equally. 

The Dark Side of Digitization

Although first movers are profiting, the digitization 
of government and commerce has failed to nar-
row the digital divide. Wealthy countries and com-
panies are still far more digitally connected than 
poorer ones. It will be hard to close the gap. This is 
because success in the digital economy is deter-
mined not by the number of mobile phones and 
wireless connections, but by the ownership of infra-
structure, code and data. Richer countries in North 
America, Western Europe and East Asia house well 
over 90 percent of the world’s data centres, while 
Latin American and African states are home to less 
than 2 percent (Datacenters.com, n.d.). The US and 
China account for over 75 percent of cloud comput-
ing, 75 percent of all patents related to blockchain, 
and 50 percent of spending on IoT. Between them, 
they have over 90 percent of market capitalization 
in the world’s largest digital platforms. 

Although first movers are profiting, 
the digitization of government and 
commerce has failed to narrow 
the digital divide. Wealthy countries 
and companies are still far more digitally 
connected than poorer ones.

Some countries, companies and sectors are bene-
fiting far more from digitization than others. A rel-
atively small number of countries including the US 
(35 percent), China (13 percent), Japan (8 percent) 
and European Union states (25 percent) are reaping 
the benefits of the global digital economy (United 
Nations Conference on Trade and Development 
(UNCTAD), 2019). Likewise, a handful of firms 
– Amazon, Alphabet, Apple, Google, Facebook, 
and Microsoft alongside Alibaba, Baidu, Huawei, 
Tencent, WeChat and ZTE – have achieved dom-
inant market positions and account for 90 percent 
of all revenue and profits (Oreskovic, 2019). Major 
retailers and manufacturers are restructuring and 
digitizing, or lowering the risk. Most businesses 
are going virtual in the hopes that they may benefit 
from network effects and greater competitiveness.

Making matters worse, the digital economy is 
generating serious negative externalities, includ-
ing ratcheting-up climate change (Alorse, 2019). 
Despite the efforts of some tech firms to clean up 
their act, they are still considered among the most 
unsustainable and environmentally damaging in 
the world (Unwin, 2020). In order to meet vora-
cious demand for hardware, they are ramping up 
extraction of rare earth minerals and other pre-
cious metals like cobalt (Watts, 2019). Technology 
redundancy and planned obsolescence are con-
tributing to mountains of waste (Harris, 2019). 
Most worryingly, the expansion of Internet ser-
vices is consuming about one-tenth of global 
electricity production (Clifford, 2019). The shift to 
cloud is scaling up energy consumption and car-
bon emissions, including from coal-fired power 
plants (Mills, 2013). The servers, cooling systems, 
storage drives and network devices of some of 
the world’s largest data centres consume more 
than 100 MW of power, the equivalent of 80,000 
US households (Energy Innovation, 2020). Bitcoin 
mining alone consumes  over 7 GW, the equiva-
lent of seven nuclear power plants and a carbon 
footprint  comparable to that of New Zealand 
(Browne, 2021).

https://techhq.com/2021/02/cloud-computing-spend-increased-by-a-third-in-2020/
https://www.forbes.com/sites/markbeech/2020/03/25/covid-19-pushes-up-internet-use-70-streaming-more-than-12-first-figures-reveal/?sh=32bbf48e3104
https://www.forbes.com/sites/markbeech/2020/03/25/covid-19-pushes-up-internet-use-70-streaming-more-than-12-first-figures-reveal/?sh=32bbf48e3104
https://www.bbc.com/news/business-52884782
https://urldefense.proofpoint.com/v2/url?u=https-3A__unctad.org_en_PublicationsLibrary_der2019-5Foverview-5Fen.pdf&d=DwMFaQ&c=VWART3hH1Kkv_uOe9JqhCg&r=HZsAWjLiP_ClC7cC15LqUfYKMIxWtxR5inBSzpzkIoo&m=_tN-U-6nGJAjgL9rttoStImWwDu7_zKx09_8bRY23sw&s=Yhm9OZsbxIWnor1munr6Ip0JBM59K5qkf3mjTcLGWtE&e=
https://urldefense.proofpoint.com/v2/url?u=https-3A__www.businessinsider.com_facebook-2Dgoogle-2Damazon-2Ddominate-2Ddigital-2Deconomy-2Dchart-2D2019-2D6-23-3A-7E-3Atext-3DGoogle-252C-2520Facebook-252C-2520and-2520Amazon-2520are-2Ccompany-252C-2520also-2520owns-2520eMarketer.-29&d=DwMFaQ&c=VWART3hH1Kkv_uOe9JqhCg&r=HZsAWjLiP_ClC7cC15LqUfYKMIxWtxR5inBSzpzkIoo&m=_tN-U-6nGJAjgL9rttoStImWwDu7_zKx09_8bRY23sw&s=TRDObu5Rl-jn65pmRT5pLNbCB1uBADWxtrqN5OmvUpM&e=
https://urldefense.proofpoint.com/v2/url?u=https-3A__www.businessinsider.com_facebook-2Dgoogle-2Damazon-2Ddominate-2Ddigital-2Deconomy-2Dchart-2D2019-2D6-23-3A-7E-3Atext-3DGoogle-252C-2520Facebook-252C-2520and-2520Amazon-2520are-2Ccompany-252C-2520also-2520owns-2520eMarketer.-29&d=DwMFaQ&c=VWART3hH1Kkv_uOe9JqhCg&r=HZsAWjLiP_ClC7cC15LqUfYKMIxWtxR5inBSzpzkIoo&m=_tN-U-6nGJAjgL9rttoStImWwDu7_zKx09_8bRY23sw&s=TRDObu5Rl-jn65pmRT5pLNbCB1uBADWxtrqN5OmvUpM&e=
https://urldefense.proofpoint.com/v2/url?u=https-3A__theconversation.com_the-2Ddigital-2Deconomys-2Denvironmental-2Dfootprint-2Dis-2Dthreatening-2Dthe-2Dplanet-2D126636&d=DwMFaQ&c=VWART3hH1Kkv_uOe9JqhCg&r=HZsAWjLiP_ClC7cC15LqUfYKMIxWtxR5inBSzpzkIoo&m=_tN-U-6nGJAjgL9rttoStImWwDu7_zKx09_8bRY23sw&s=gzWRe_2C-rTBgGWbZN6R7qX5rHcovUsnxIqIw93LpHA&e=
https://urldefense.proofpoint.com/v2/url?u=https-3A__www.ictworks.org_digital-2Dtechnologies-2Dclimate-2Dchange-2Dproblem_-23.X1hLyXlKiUk&d=DwMFaQ&c=VWART3hH1Kkv_uOe9JqhCg&r=HZsAWjLiP_ClC7cC15LqUfYKMIxWtxR5inBSzpzkIoo&m=_tN-U-6nGJAjgL9rttoStImWwDu7_zKx09_8bRY23sw&s=7DvL-SNjPM2kwVFyg7wOCqtpoX_xYV86puMkuEAGcjY&e=
https://urldefense.proofpoint.com/v2/url?u=https-3A__earth.org_rare-2Dearth-2Dmining-2Dhas-2Ddevastated-2Dchinas-2Denvironment_&d=DwMFaQ&c=VWART3hH1Kkv_uOe9JqhCg&r=HZsAWjLiP_ClC7cC15LqUfYKMIxWtxR5inBSzpzkIoo&m=_tN-U-6nGJAjgL9rttoStImWwDu7_zKx09_8bRY23sw&s=PgDKxgkT2BzRecv8Hye3P77Xev4ROG0hqwFy3f_zpVc&e=
https://urldefense.proofpoint.com/v2/url?u=https-3A__www.theguardian.com_global-2Ddevelopment_2019_dec_18_how-2Dthe-2Drace-2Dfor-2Dcobalt-2Drisks-2Dturning-2Dit-2Dfrom-2Dmiracle-2Dmetal-2Dto-2Ddeadly-2Dchemical&d=DwMFaQ&c=VWART3hH1Kkv_uOe9JqhCg&r=HZsAWjLiP_ClC7cC15LqUfYKMIxWtxR5inBSzpzkIoo&m=_tN-U-6nGJAjgL9rttoStImWwDu7_zKx09_8bRY23sw&s=pTvPHWg_rYgzoty_MZHLwxHy6SrmwL5mTvgHv6l_eL8&e=
https://urldefense.proofpoint.com/v2/url?u=https-3A__www.theguardian.com_technology_2020_apr_15_the-2Dright-2Dto-2Drepair-2Dplanned-2Dobsolescence-2Delectronic-2Dwaste-2Dmountain&d=DwMFaQ&c=VWART3hH1Kkv_uOe9JqhCg&r=HZsAWjLiP_ClC7cC15LqUfYKMIxWtxR5inBSzpzkIoo&m=_tN-U-6nGJAjgL9rttoStImWwDu7_zKx09_8bRY23sw&s=GVJqKu_lfMChI78zJZ9UiSC2K4mV68zNk6RSw1uOAG0&e=
https://urldefense.proofpoint.com/v2/url?u=https-3A__medium.com_wedonthavetime_guest-2Dblog-2Dpost-2Dthe-2Dalarming-2Denvironmental-2Dimpact-2Dof-2Dthe-2Dinternet-2Dand-2Dhow-2Dyou-2Dcan-2Dhelp-2D6ff892b8730d&d=DwMFaQ&c=VWART3hH1Kkv_uOe9JqhCg&r=HZsAWjLiP_ClC7cC15LqUfYKMIxWtxR5inBSzpzkIoo&m=_tN-U-6nGJAjgL9rttoStImWwDu7_zKx09_8bRY23sw&s=Gg54YXgfcu74lvZfFvooKnpy-nkdy3NjxTrcmx3PxkQ&e=
https://urldefense.proofpoint.com/v2/url?u=https-3A__medium.com_wedonthavetime_guest-2Dblog-2Dpost-2Dthe-2Dalarming-2Denvironmental-2Dimpact-2Dof-2Dthe-2Dinternet-2Dand-2Dhow-2Dyou-2Dcan-2Dhelp-2D6ff892b8730d&d=DwMFaQ&c=VWART3hH1Kkv_uOe9JqhCg&r=HZsAWjLiP_ClC7cC15LqUfYKMIxWtxR5inBSzpzkIoo&m=_tN-U-6nGJAjgL9rttoStImWwDu7_zKx09_8bRY23sw&s=Gg54YXgfcu74lvZfFvooKnpy-nkdy3NjxTrcmx3PxkQ&e=
https://urldefense.proofpoint.com/v2/url?u=https-3A__www.tech-2Dpundit.com_wp-2Dcontent_uploads_2013_07_Cloud-5FBegins-5FWith-5FCoal.pdf&d=DwMFaQ&c=VWART3hH1Kkv_uOe9JqhCg&r=HZsAWjLiP_ClC7cC15LqUfYKMIxWtxR5inBSzpzkIoo&m=_tN-U-6nGJAjgL9rttoStImWwDu7_zKx09_8bRY23sw&s=_B3oHMJcdEKkC1Ke0j3Gr67eOE69HM0NNs2K2m_uQGA&e=
https://urldefense.proofpoint.com/v2/url?u=https-3A__www.tech-2Dpundit.com_wp-2Dcontent_uploads_2013_07_Cloud-5FBegins-5FWith-5FCoal.pdf&d=DwMFaQ&c=VWART3hH1Kkv_uOe9JqhCg&r=HZsAWjLiP_ClC7cC15LqUfYKMIxWtxR5inBSzpzkIoo&m=_tN-U-6nGJAjgL9rttoStImWwDu7_zKx09_8bRY23sw&s=_B3oHMJcdEKkC1Ke0j3Gr67eOE69HM0NNs2K2m_uQGA&e=
https://energyinnovation.org/2020/03/17/how-much-energy-do-data-centers-really-use/
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Meanwhile cybercrime, especially ransomware, 
has also increased exponentially. Digital attacks 
have impacted critical infrastructure, health facil-
ities, federal and municipal government services, 
and corporations (Muggah & Goodman, 2019). 
With governments and companies becoming more 
dependent on complex Internet and cloud-ena-
bled business models, they also expose themselves 
to more digital malfeasance. Over the next five 
years global companies risk losing an estimated 
$5.2 trillion in value creation due to cybersecu-
rity attacks. And yet a minority of executives and 
insurers are confident in Internet security (Abosh 
& Bissell, 2019). Last year one of the most auda-
cious cyber-attacks ever undertaken was discov-
ered − a cascading supply chain attack − that could 
change the way the Internet is managed moving 
forward. No one is safe, and we have only seen 
the beginning (Muggah, 2021). 

Digital attacks have impacted critical infrastruc-
ture, health facilities, federal and municipal gov-
ernment services, and corporations. (…) Over 
the next five years global companies risk losing 
an estimated $5.2 trillion in value creation due to 
cybersecurity attacks. 

Managing Digital Risk

Some of the most successful governments and 
businesses are adept at turning risks into oppor-
tunities. Seizing digital opportunities begins with 
an understanding of the many dimensions of digital 
risk. It requires acknowledging the direct and indi-
rect impacts of digital transformation −how tech-
nologies are changing and transforming govern-
ment regulations, business efficiencies and client 
preferences – including the issues of privacy and 
data protection. At a minimum, companies need to 
understand and inventorize their total exposure. 
Digital risks necessarily impact on earnings and 
revenue. They are also intrinsically linked to tech-
nological choices and awareness of the regulatory 
environment. The truth is that one’s reputation 
in the digital age is potentially global and instan-
taneous. It can also be destroyed in the blink of 
an eye. Companies need to set their risk tolerance. 

How much risk are they prepared to assume in 
order to achieve new economies of scale? 

There are at least four straightforward principles 
to thinking about how to identify, mitigate and 
build resilience to digital risks.

The first is to approach digital risk as an enter-
prise-wide issue and not just an IT issue. Digital 
risk is a combination of people, processes and 
technologies. Determining what matters and what 
does not starts with a risk assessment to help iden-
tify the most valued assets, their location, means 
of protection, and access to them. It means decid-
ing who is in charge and delegating authority and 
accountability as appropriate.

The second principle requires assessing and under-
standing the legal applications of digital risk. 
The regulatory environment for new technologies is 
fluid and fast-changing. It is shaped by politics from 
the international to the local levels. Concerns with 
foreign interference or privacy and loss of personal 
data are real and consequential. Corporations can 
be fined and executives can be jailed.

The third principle is to ensure that company lead-
ership is on top of emerging risks and in constant 
contact with management. Executives must be 
able to answer the following questions: how secure 
are we and how do we know? What is the value 
at risk? What are the geopolitical and geo-digi-
tal threats to the company? What are the gaps? 
What do we need to know next? A constant dia-
logue with experts within the company and out-
side is more essential than ever in order to keeping 
a pulse on global trends.

The fourth principle involves setting up a clear 
playbook to appraise and respond to digital risk. 
Approaches will vary and evolve, but all companies 
need to start by quantifying the value at risk. This 
means assessing digital exposure as it relates to 
impacts on earnings, the amount of time required 
to respond to attacks, the capital and operational 
costs required, the loss of revenue, and the poten-
tial for fines. Firms should also create a risk register 

https://www.weforum.org/agenda/2019/09/our-cities-are-increasingly-vulnerable-to-cyberattacks-heres-how-they-can-fight-back/
https://foreignpolicy.com/2021/01/11/cyberattack-hackers-russia-svr-gru-solarwinds-virus-internet/
https://foreignpolicy.com/2021/01/11/cyberattack-hackers-russia-svr-gru-solarwinds-virus-internet/
https://www.weforum.org/agenda/2019/09/our-cities-are-increasingly-vulnerable-to-cyberattacks-heres-how-they-can-fight-back/
https://www.weforum.org/agenda/2019/09/our-cities-are-increasingly-vulnerable-to-cyberattacks-heres-how-they-can-fight-back/
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– integrate digital threats into the business risk 
model – to easily communicate threats to corpo-
rate leadership. Risk management standards are 
key, as is applying them, so they provide the right 
metrics to drive decision-making.

The COVID-19 pandemic is forcing companies, 
governments and societies to address digital risks 
in a dramatic fashion. Even with the roll-out of 
vaccines, it is likely that many of these threats will 
endure for the foreseeable future. Business travel 
will not return at the scale of the past. Remote 
working will continue for many, especially as com-
panies shutter their headquarters and move to 
more distributed work models (Statt, 2021). Cloud 
adoption will contribute to a wholesale rede-
sign of enterprise networks. It is also intensifying 

concerns related to the protection of access to, 
and integrity of, data – a point made painfully clear 
with the Solar Winds hack (Muggah, 2021).

What makes the present moment exceptionally 
complex is that these dramatic changes are occur-
ring during a period of intense geopolitical volatil-
ity. And while some level of uncertainty is inevita-
ble, future pandemics, climate change and digital 
risks are not. There are no easy answers to how 
comprehensively protect ourselves from digital 
risks or build total digital resilience. But sticking 
to the fundamentals − and following key princi-
ples of digital risk management − will surely sep-
arate the companies that will thrive in the digital 
age from those that will not.
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ABSTRACT

Policy-mandated, rigorously administered scientific testing is needed to provide trans-

parency into the efficacy of artificial intelligence-based (AI-based) cyber defence tools for 

consumers and to prioritize future research and development. In this article, we propose 

a model that is informed by our experience, urged forward by massive scale cyberattacks, 

and inspired by parallel developments in the biomedical field and the unprecedentedly 

fast development of new vaccines to combat global pathogens. 

Keywords: artificial intelligence, resilient AI, cybersecurity policy, clinical trials, 
evaluation and test

Introduction

As human health is essential to a functioning soci-
ety, vaccines have proven critically important for 
dampening and even thwarting many diseases that 
have plagued humanity (MacDonald et al., 2020). 
Yet, to be used, vaccines must be endorsed by 
regulatory bodies and are used only if they pass 
a set of rigorous, staged scientific trials aimed at 
(1) guaranteeing a large benefit-to-detriment ratio 
in use and (2) providing visibility into at least some 
scientifically grounded measures of efficacy for 
the public. By analogy, we argue that the world’s 
economy, critical infrastructure, society, and cul-
ture depend on healthy, reliable, and functional 
networks, which in turn are reliant on computer 
network defence technologies (e.g., malware 
detection, network intrusion detection) as criti-
cal defences from cybercriminals, state-sponsored 
actors, and other adversarially minded groups. 
Yet, the scale and the size of the problem tran-
scends any single tool or approach, requiring arti-
ficial intelligence-based (AI-based) approaches 
to help us cope with the scope, scale, complex-
ity, and uncertainty of the problem. However, no 
policy for mandating minimal effectiveness, relia-
bility, and transparency of these defensive, espe-
cially AI-based, measures exists. Enacting such 
a policy is a gargantuan undertaking, and we rec-
ognize that fact. In this paper, we take a proverbial 
bird’s eye view of the well-established policies in 
critical domains, such as the vaccination develop-
ment process, and zoom in to discuss organically 

occurring analogous testing of commercial off-the-
shelf cyber tools currently underway. This provides 
a real-world example of how cyber analogues to 
clinical trial policies may strengthen cyber defence 
and structural efforts for future developments. 
The promises of AI and machine learning (ML) in 
computer defence, in particular, are considered. 

We argue that the world’s economy, 
critical infrastructure, society, and culture 
depend on healthy, reliable, and functional 
networks, which in turn are reliant on 
computer network defence technologies 
as critical defences from cybercriminals, 
state-sponsored actors, and other 
adversarially minded groups.

This discussion is particularly relevant in light of 
the recent SolarWinds attack (Tung, 2021), which 
was reported to have impacted over 250 US fed-
eral agencies and businesses (Schneier, 2021). 
In response to this attack, security experts have 
highlighted the need to “improve government soft-
ware procurement” (Schneier, 2021). The authors’ 
research organization, Oak Ridge National 
Laboratory, is currently aiding US federal agencies 
in testing intrusion detection technologies that are 
powered by AI/ML to ensure that the technolo-
gies selected are maximally effective (McDermott, 
2020). Admittedly, the authors are not policy 
experts, nor do we have the necessary data to 
make detailed policy recommendations. However, 
we are reaching into our unique experiences with 
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these novel technologies with the hope of inform-
ing future best practices and to spur conversations 
that can lead to the development of more effective 
cybersecurity policies for certification of AI-based 
cyber defences.

Background 

In this section, we provide a brief background on 
the clinical trial process and the role that AI plays 
in cybersecurity. Then, we will make suggestions 
for how to map AI-based cyber tool development 
to the clinical trial process and exemplify how we 
are already using elements of the clinical trial pro-
cess in practice to aid in the development of more 
reliable cyber tools. We will then discuss the impli-
cations of our experiences and what effective 
cybersecurity policy might look like in practice. 

Rigor in Clinical Trials

To introduce a new vaccine that demonstrably 
immunizes against the target pathogen(s), the pro-
posed treatment needs to undergo a sequence 
of rigorous clinical trials providing staged evalua-
tions and gradual introduction of the new treat-
ment. These trials, in general, consist of three 
or four stages (Evans, 2010). In the first stage, 
the proposed vaccine is evaluated for the pro-
posed validity of its design; subject-matter experts 
evaluate the planned treatment to assess its 
merit. In the next stage (or a trial), the proposed 
vaccine is tested in a limited and controlled lab-
oratory setting, often on lab animals. In the third 
stage, the proposed vaccine is tested with a limited 
patient population and in a double-blind protocol; 
that is, for an ideally large number of subjects, both 
the actual treatment and a placebo treatment are 
administered identically with both the recipients 
and those administering the treatment blind to 
who received real or placebo vaccines. Comparing 
the results of infection between the groups pro-
vides statistical tests to determine efficacy of 
the treatment in the real world. Once the efficacy 
and safety standards are reached, the treatment 
is approved for use in the general population, but 
the results of the application of the treatment in 

the population are monitored for safety, efficacy, 
and adverse effect, which could result in a recall 
of the vaccine. This is the fourth phase or stage of 
the clinical trial. 

Artificial Intelligence Possibilities and Pitfalls

Two of the major concerns in network defence are 
(1) the ability to detect attackers once they are in 
the network and (2) the speed at which a response 
occurs once they are detected. AI-based secu-
rity solutions have the potential to solve both 
detection and response problems. Examples in 
the cybersecurity market abound. Decision clas-
sifiers (used in supervised learning) are already 
replacing malware detection at the endpoint and 
network levels, while more sophisticated algorithm 
suites are packaged to identify suspicious behav-
iours via network traffic and other logged data 
and are meant to complement rule-based systems. 
Driven by insider threat concerns, a submarket of 
User and Entity Behaviour Analytics (UEBA) tools 
use ML-based models to detect anomalous user 
or machine behaviour in the network, which could 
significantly reduce the time it takes to detect 
attackers once they are in the network. Security, 
Orchestration, Automation, and Response (SOAR) 
solutions promise to increase automation of tri-
age and response, thereby potentially reducing 
response time. 

Two of the major concerns in network 
defence are (1) the ability to detect attackers 
once they are in the network and (2) 
the speed at which a response occurs once 
they are detected. AI-based security 
solutions have the potential to solve both 
detection and response problems.

While AI offers unique capabilities that can help 
make computer networks more secure, it also 
increases the attack surface available to adver-
saries and presents new avenues for attackers to 
exploit (Liwel et al., 2019; Katzir & Elovici, 2018). 
More generally, there are numerous examples 
(Uesato, 2018) of AI vulnerabilities, in and outside 
of the cyber context. As recent research shows 
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(Li, 2018; Song, 2019), all of these qualities are 
also subject to adversarial exploitation and can be 
a source of privacy and security vulnerabilities. For 
example, the models can be trained on purpose-
fully and intentionally tampered training data. This 
approach is known as data poisoning. The models 
trained on such “poisoned” data would in effect 
make AI models develop a “blind spot” for the phe-
nomena that adversaries are interested in exploit-
ing once the model is deployed in operations. 
Another approach (i.e. adversarial perturbations, 
data patches) manipulates the input to the already-
trained model with an intention to confuse it. 
The goal of this kind of exploitation is to confuse 
the defences and have them mistake the malicious 
input for valid, therefore passing the defences 
undetected. In summary, the statistical machinery 
and computing power of AI can be and is used to 
poison, fool, or otherwise thwart a second AI sys-
tem. This emerging, fast-growing research area, 
called “adversarial AI,” is continually producing 
new methods. That dynamic makes the need for 
a continuously updated, rigorous, formal, and prin-
cipled approach for testing and evaluating reliable 
and resilient AI all that more important. 

One view (discussed informally (Gore, n.d.) and 
explored rigorously (Wang et al, 2007) is that 
security, physical or otherwise, is the practice of 
introducing asymmetry by creating enough diffi-
culty that exploitation is no longer worth the cost. 
Because AI is providing powerful automation 
tools to either instantiate or alleviate difficulties, 
it stands to benefit from both defensive and offen-
sive actors. While it is still too early to tell whether 
attackers or defenders will benefit most from AI, 
an argument can be made that AI will ultimately tip 
the balance in favour of the defenders if it signifi-
cantly reduces the time required to detect intrud-
ers once they enter the network (Buchanan, 2020). 
This possibility is highly relevant to policymakers 
at the government level because the offense-de-
fence balance impacts strategic stability, whether 
or not nation-states decide to go on the offensive 
(Jervis, 1978; Glaser, 1997). Overall, there is a need 
to make AI more resilient and reliable for it to be 
used in critical domains such as cyber defence. 

While it is still too early to tell whether 
attackers or defenders will benefit most 
from AI, an argument can be made that AI 
will ultimately tip the balance in favour 
of the defenders if it significantly reduces 
the time required to detect intruders once 
they enter the network.

Taking Inspiration from the Structure 
of Clinical Trials

Here we consider the clinical trial stages and 
attempt a hypothetical mapping of their meta struc-
ture to the conceptual stages by which AI-based 
cyber defences can be rigorously and methodically 
evaluated for resilience to adversarial exploita-
tion and for effectiveness in large-scale network 
defence. We argue that the challenges of defence-
based AI research are analogous to the scientific 
challenges posed by medical treatment research, 
where a pathogen may be either known or novel, 
with treatments often requiring continuous (re)
evaluation and improvement. As such, we propose 
four phases of evaluation comparable to clinical 
trials, with each phase examining the test design 
elements and methodology, approaches to con-
trolled and large-scale evaluation, and ongoing 
monitoring requirements, respectively.

In Phase 1, the focus is on the rigorous evaluation 
of methods and design characteristics. The objec-
tive of this phase is to explore the theoretical 
and conceptual aspects of the approach before 
the larger-scale tests are conducted. The attempt 
is to answer the question “Will it work?” before fur-
ther testing is attempted. Only small-scale tests 
are conducted to evaluate the critical design and 
methodological aspects of the approach, includ-
ing its fundamental efficacy and the soundness of 
the defensive AI models. 

In Phase 2, the next stage of expanded evalu-
ation happens in a controlled environment and 
against a larger number of malicious and benign 
software components. Some network compo-
nents can be simulated. The focus of this phase is 
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on the effectiveness, reliability, and possible side 
effects of the approach, including critical vulnera-
bilities or inability of AI to respond to known mal-
ware, and the well-known adversarial AI vectors. 

In Phase 3, the large-scale evaluation begins. 
It happens in an operationalized-like environment, 
with common network, system, and software com-
ponents in place, and against a large library of mal-
ware (as well as “benignware”). The testing in this 
phase in all respects mimics a production-like envi-
ronment, and it is designed to statistically match 
the population and the distribution of threats 
found in the “open”. The emphasis of this phase is 
on the efficacy of the AI solution in the function 
of cyber defence and the success ratio against any 
known and speculative configuration of threats.1

Figure 1. A proposed structure of evaluation phases.

Phase 4 is a monitored deployment phase. The cyber 
defence solution is deployed to the production envi-
ronment and operationalized. Following inspiration 
from clinical trials, the deployed defence is moni-
tored continuously for safety and efficacy. Similar 
to the deployment of new therapies, the deployed 

1 Threats such as complex, novel malware and advanced persis-
tent attacks can be simulated using AI itself.

AI-based tools can be recalled if they are observed 
to be vulnerable to adversarial exploitations, or if 
they do not function properly. 

Emerging Lessons Derived from Practice

The recommendations presented in this work 
are inspired by two principal sources. One is our 
experience in working on a similar but less rigor-
ously structured testing and evaluation program 
for AI-based cyber defence tools. The other inspi-
ration is our experience in AI use in biomedicine 
and drug discovery. Naturally, the new inspiration 
occurred at the intersection of these two domains.

Related to AI-based cyber defences, we are 
engaged in an ongoing effort to strengthen 
the computer network defence tools of research 
sponsors in what is currently a three-part process. 
Each step requires an ideally impartial set of eval-
uators with technical expertise and cooperation of 
the companies developing and/or selling technol-
ogies of interest. (As it happened, we had devised 
the evaluation process that, as we observed later, 
happened to map to the first three stages of a vac-
cine clinical trial.) 

First, subject-matter experts (e.g., account execu-
tives and engineers) from the companies or labo-
ratories promoting a cyber-technology meet with 
an impartial third party (in this case, the research 
scientists) to convey and defend their technical 
approach. The goal is to allow the scientists to deter-
mine the merits based on the concepts put forth. 
Over time, this market research allows the scien-
tists to see a wide variety of ideas and correspond-
ing technologies in each subclass of the market (e.g., 
malware detection, UEBA, SOAR). Our experience 
with doing this type of market research with a few 
dozen companies is that while companies are gen-
erally proud to provide insights into the intellectual 
merits of their approach, the propensity for sales-
manship clouds the merit of the discussion. This 
motivates the subsequent steps. 

Second, an experiment is designed and car-
ried out with a goal of deeply testing competing 
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technologies head-to-head in a controlled lab-
oratory environment. Medium-scale examples 
of such testing include tests as described in our 
concurrent work (Bridges et al.) where thousands 
of malware/benignware files of different types 
are used to evaluate endpoint and network-level 
detection abilities. Such a test provides great 
insight into consumers of those specific tech-
nologies and a glimpse into the state of the art. 
Examples of large-scale experiments in this vein 
include the AI ATAC Challenges (Naval Information 
Warfare Systems Command, US Department of 
Defense [NAVWARSYS], n.d.-a, n.d-b, n.d.-c). 
In the first, endpoint malware detection (com-
monly called antivirus, or AV) technologies were 
stress tested with 100K files in a completely auto-
mated, highly parallelized custom framework while 
many measurements (e.g., CPU, memory, band-
width resource) were gathered. In the second, a full 
network with services (e.g., email, ssh), emulated 
and real Internet access, and emulated users, was 
designed and implemented to test network traffic 
analysers’ ability to detect multistage attack cam-
paigns. Hundreds of adversarial campaigns were 
waged against the network to identify strengths 
and weaknesses of the detection tools. (The third 
AI ATAC Challenge is still under development.) 

These details are included to provide an idea 
of the scope of such experiments, and to show 
the development of the methods scientists are 
beginning to develop to measure how efficacious 
cyber defences actually are. Provided enough tools 
are included in these large-scale tests, the state of 
the art as used in practice emerges. For the first 
time, consumers can see gaps in defences across 
all choices, identify combinations of tools that 
maximally enhance defence (known as “defence 
in depth”), and researchers/technologists can pri-
oritize next-step efforts. Importantly, policies 
mandating such testing will balance and scrutinize 
the marketing promises, often stated as a readily 
offered panacea for otherwise hard problems. 

Step three, which entails a pilot study of tools in 
real-world conditions but with limited scope, has 
yet to be completed by our team. Such a study for 

detection and prevention tools would necessitate 
deploying each network defence tool in a network 
along with “honeypots”—computers donning real-
istic configurations but lacking in defence mech-
anisms—which would function as the analogous 
clinical trial “placebo”. This study allows for direct 
comparison between control and experimental 
results (e.g., statistics can be computed for com-
paring the health of real network resources com-
pared to their honeypot counterparts). Beyond 
tool efficacy, analyst usability experience meas-
ures should also be considered in this stage, pro-
viding a new dimension to this means of testing.

Because our previous experience is in testing 
security software, monitoring how tools perform 
when widely deployed in the real world is a natu-
ral extension of this. Yet, it is unclear how exactly 
to measure widespread performance, as this also 
may necessitate information sharing among dis-
parate network operators. The aversion of net-
work operators to share data notwithstanding, 
many modern security tools used in practice rely 
on cloud connections for updates and data pro-
cessing, especially for applying AI models. This 
opportunity provides telematics feedback from 
each network across the globe to the vendor-op-
erated cloud servers. The data informs threat intel-
ligence and can strengthen AI models via retrain-
ing. Furthermore, the security as a service industry 
is growing, allowing providers to gather informa-
tion from a wide variety of deployed security tools. 
In summary, private markets are leveraging oppor-
tunities to learn from widespread network defence 
tools in the wild, and the crowdsourced intelli-
gence generated for consumers (e.g., network 
security professionals) is evidently worth the risk.

Notably, there are private and government efforts 
to catalogue software vulnerabilities, software 
platforms, types of weaknesses, and mitigations. 
This publicly available information has proven to 
be a great boon to the information security com-
munity and illustrates how all parties benefit from 
the upkeep and organization of information from 
those willing to contribute. Upon initial disclo-
sure of a vulnerability, a structured entry appears 
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in the Common Vulnerabilities and Enumerations 
(CVE), a publicly available index of software vul-
nerabilities hosted by MITRE, a private corpora-
tion. After appearing in the CVE dictionary, each 
vulnerability is ingested and enriched with much 
more information by the National Vulnerability 
Database (NVD), hosted and actively managed 
by the US National Institute for Standards and 
Technology. The NVD includes cross-references to 
other related information also held in enumerated 
standards (e.g., referencing the appropriate entry 
of the Common Weakness Enumeration (a diction-
ary of types of insecurities in software and hard-
ware) and of affected software in the Common 
Platform Enumeration (a dictionary of software 
including vendors and versions). As the name 
suggests, CVE is the de facto standard for cata-
loguing vulnerabilities; for instance, security pro-
fessionals, the NVD, and other databases refer 
to vulnerabilities by their CVE number. In addi-
tion to these government-assisted sources, many 
other public vulnerability databases exist (e.g., 
Levy, 2019). In parallel, as vulnerabilities and cor-
related information are being catalogued, vendors 
of the affected software are, in general, creating 
mitigations (e.g., software updates and patches), 
and posting in their public-facing bulletins, ref-
erencing the known vulnerabilities alongside 
their patches. Overall, through private and public 
efforts to continually catalogue, update, and make 
available well-organized and accurate information 
on security vulnerabilities and patches, a system 
and an infrastructure has emerged to quickly index 
and share security problems and their fixes. This 
provides a wealth of needed resources for security 
operations to protect networks. 

There are private and government efforts 
to catalogue software vulnerabilities, 
software platforms, types of weaknesses, 
and mitigations. This publicly available 
information has proven to be a great boon 
to the information security community 
and illustrates how all parties benefit from 
the upkeep and organization of information 
from those willing to contribute.

Discussion

In an article discussing the regulation of AI-based 
systems that replace humans in decision-making 
processes, Mulligan et al. advocate “a move from 
a procurement mind-set to a policymaking mind-
set” (2019). While the motivation and application 
differ in cybersecurity, we also advocate a move 
from procuring the best existing AI-based defen-
sive cyber-technologies to establishing policies 
that govern the entire life cycle of such technolo-
gies. These policies would be intended to establish 
accountability and transparency, which we believe 
would result in more effective AI-based tools for 
cybersecurity. As noted by Wieringa in a system-
atic survey of literature on algorithmic accounta-
bility, accountability “both exposes issues and pro-
motes better behaviour because people know they 
are being watched” (2020). 

In our own experience of testing ML-based tools for 
the US navy, we saw first-hand how rigorous test-
ing and feedback can both enhance existing com-
mercial tools (by providing feedback to the vendors) 
and aid in effective procurement. We suggest that 
the four-phase clinical trial process can be mapped 
and applied to the development of AI-based tools 
to provide both accountability and transparency. 
While we make no specific claims about the most 
effective way to implement this process via policy, 
in this section we discuss potential actions policy-
makers could take to implement each of these four 
phases and the limitations of our approach. 

Phase 1

Phase 1 requires domain experts to evaluate a tech-
nology’s methodology to determine soundness. 
While our experiences documented above dis-
cuss third-party consultants meeting with vendors 
for this purpose, a more scalable option is already 
in place for cybersecurity. Specifically, Gartner 
(Gartner for IT, n.d.) provides market research, 
in particular for cybersecurity submarkets, with 
a goal of providing information on the value of par-
ticular vendors’ solutions. In addition, Mitre Att&ck 
Evaluations (The MITRE Corporation, n.d.) have 
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entered the cybersecurity market research sec-
tor, with a goal of “enabling users to better under-
stand and defend against known adversary behav-
iours through a transparent evaluation process and 
publicly available results.” Both provide information 
on the pros and cons of cybersecurity technologies 
without rigorous testing. In short, industry is pro-
viding a Phase 1 analogue, and the challenge before 
us is to provide, either through policy or some other 
means, the credibility and integrity of these sources. 

Phase 2

Multiple research efforts besides ours are creating 
benchmarking abilities (e.g., datasets, evaluation 
methodologies), and/or novel metrics and measures 
for AI and cybersecurity technologies (ATT&CK 
evaluations, 2021; Myneni, 2020; Ring, 2019; Shah, 
2020), yet most such efforts conclude with an aca-
demic publication. Implementation of an AI and/or 
cyber-focused trials, inspired by actual clinical trials, 
will require strategies for determining which eval-
uation methods are merit-worthy, ideally automat-
ing them, and finally incorporating them into a reg-
ular process with publicly available results. What is 
needed are clearly defined and transparent crite-
ria, approaches, and requirements for testing and 
evaluating the resilience and reliability of AI-based 
methods for cyber defence. The government can 
play the role of a trusted third party and an “hon-
est broker” that can facilitate testing and evaluation 
of the AI-based cyber defence approaches supplied 
by commercial entities and private industry. In this 
role, the government can set standards for testing 
and evaluation, host “bake-off” events, and impar-
tially track and evaluate results while remaining 
completely neutral and protecting the intellectual 
property of the participants. 

Implementation of an AI and/or cyber-
focused trials, inspired by actual clinical 
trials, will require strategies for determining 
which evaluation methods are merit-
worthy, ideally automating them, and 
finally incorporating them into a regular 
process with publicly available results.

As a thought experiment, suppose a national or 
international body curated, regularly updated, 
and publicly facilitated a test for some subset 
of cybersecurity tools, similar to Kaggle compe-
titions.2 The idea is that, for a specific class of 
cyber-technologies leveraging AI/ML, one can 
submit a tool and be provided with an evaluation 
automatically. Similar to R-value insulation rat-
ings, food labels, and vaccine effectiveness statis-
tics, transparency will benefit consumers, estab-
lish the state of the art, and even possibly promote 
healthy competition for vendors. It is critical that 
the testing methodology maintains both impar-
tiality and integrity. Thus, it is imperative that 
third-party expertise remains a requirement for 
both administering and changing tests. It is also 
worth noting that deprecated test datasets may 
be made public for cybersecurity researchers. 
Finally, novel and varied tests may comprise 
adversarial AI techniques so as to provide a stress 
test of cyber tool resilience to these techniques. 
Overall, we believe such testing infrastructure, 
shared datasets, and the resulting transparency 
will enhance the development of tools in addition 
to providing needed information to the public. 

Notably, existing initiatives can help evalu-
ate the security and viability of contemporary 
AI models. One such initiative is the GARD pro-
gram, orchestrated by the Defense Advanced 
Research Programs Agency (DARPA). The program 
is intended to create a platform for the evaluation 
of attacks and defences against adversarial AI. This 
initiative presents one possible way for purpose-
ful and principled evaluation of AI models against 
adversarial exploitation. Furthermore, it is a model 
where the government serves as a host and con-
vener of the approaches developed and executed 
by the academic and commercial entities. 

2 Kaggle designs and hosts ML competitions often by clearly 
and technically defining a desired task, making public a training 
dataset, and holding secret a testing dataset for evaluation of 
submitted technologies. 
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Phase 3

Similar to vaccine trials, pilot testing of AI and/
or cybersecurity defence tools in a real network 
can provide insights into their effectiveness. 
For the analogue of placebos, we propose hon-
eypots—computer systems donning no defences 
and possibly with known vulnerabilities present—
with the goal of monitoring adversarial techniques. 
Ideally, honeypots will be instantiated along-
side close-to-identical workstations and servers, 
the latter employing defensive measures under 
test. Overtime, monitoring of defended attacks 
on the actual workstations versus the unde-
fended activity on the honeypots will provide 
measures of the efficacy of defensive techniques. 
This whole process can be expedited by red team 
events, where hired offensive computing profes-
sionals wage cyberattacks to identify weaknesses 
in the defences of the network and/or confuse 
or bypass AI models. Research for creating, tun-
ing, and operationalizing such a process would be 
the next step to pursue such evaluations. 

Phase 4

In the final phase, deployed tool monitoring pro-
vides a means of both recalling ineffective tools as 
well as retraining models to address attack vectors 
on the underlying algorithms as they arise. Having 
a public database of exploits against different 
classes of algorithms and methods for protecting 
an AI-based system against these exploits, includ-
ing a way to access data sets to harden models if 
required, would be a good place to start. This data-
base could also include attacks against specific 
tools, whether or not the tool vendor has provided 
sufficient protection against the attack, the release 
number in which the patch occurred, and a recom-
mended course of action for organizations consid-
ering using that tool on their network. The CVE 
and NVD databases are used to track software 
vulnerabilities and offer a model for what this pro-
cess might look like in practice. In addition, MITRE 
has a well-defined process for how to report such 
vulnerabilities (Researcher Reservation Guidelines, 
2020). Because vulnerabilities in AI systems are 

fundamentally different from software vulnerabili-
ties, the structure and content of such a database 
would look differently, but a similar reporting pro-
cess could be used. 

To ensure that AI-based tools are properly secured 
in operational environments, it would also be help-
ful to establish clear policies that security opera-
tions centres (SOCs) can follow to ensure a secure 
deployment as well as a pathway allowing SOCs 
to provide feedback that can be used to improve 
the tools themselves. Examples of helpful poli-
cies include guidelines for protecting training data 
that could be used or poisoned by an adversary 
and steps for integrating these tools effectively 
into the existing infrastructure. Regarding feed-
back from SOCs, Engstrom and Ho (2020) pro-
pose that having random subsampling of cases 
quality checked by a human operator will pro-
vide a more tractable measure of how an auto-
mated mechanism is performing in practice. Given 
that SOCs often perform manual investigation of 
logs and incidents, they are ideally situated to pro-
vide this type of feedback. Findings of investiga-
tions are usually well documented by ticketing sys-
tems and preserved by saving correlated network 
data in the tickets. Research and mechanisms for 
“closing the loop”, (i.e., leveraging these ongoing 
manual efforts to systematically find and fix prob-
lems with automated tools) is burgeoning (e.g., see 
Veeramachaneni et al. [2016]), but no widespread 
practices have been established. Creating a clear 
pipeline to receive feedback on existing deploy-
ments from SOCs, addressing any identified issues, 
and then pushing resultant updates out to all SOCs 
using that tool would be extremely beneficial.

To ensure that AI-based tools are properly 
secured in operational environments, it 
would also be helpful to establish clear 
policies that security operations centers 
(SOCs) can follow to ensure a secure 
deployment as well as a pathway allowing 
SOCs to provide feedback that can be used 
to improve the tools themselves.
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Recalling products, while used in many other sec-
tors, is difficult for cybersecurity technologies 
because organizations may be locked into a con-
tract with a vendor and susceptible to the sunk 
cost fallacy. It is also important to avoid giving one 
vendor a monopoly or discouraging vendors from 
innovating by making it difficult to turn a profit. 
It may be that market forces and self-interest are 
sufficient in most cases as long as transparency 
into tool efficacy is encouraged and maintained. 
More research is needed to determine when and 
if forced recall of AI-based tools makes sense and 
how that process should be governed.

Limitations

Because the resilience of AI-based cyber defence 
tools depends on the robustness of the underly-
ing algorithms and ensuring the robustness of such 
algorithms is an area of open research (Carlini, 
2020; Goodfellow & Papernot, 2017), no vetting 
process can protect against every potential exploit 
because the space of potential exploits has not 
been enumerated. As noted by Carlini, “It’s very 
difficult to differentiate between true robustness 
and apparent robustness, where true robustness 
means that no adversarial example actually exists, 
and apparent robustness means it looks that 
way because we haven’t found one yet” (2020). 
However, that does not by any means suggest that 
vetting is useless. 

Many of the cryptography algorithms used millions 
of times every single day are not known to be one 
hundred percent secure. There might be a vulnera-
bility that has not yet been discovered or at least it 
is not publicly known. Furthermore, because these 
cryptography algorithms go through a rigorous 
and transparent vetting process, they effectively 
protect private transactions and data from most 
types of adversaries. Similarly, rigorous testing of 
AI-based cyber defence tools will go a long way in 
making our networks more secure, even if it does 
not ensure protection against every edge case or 
zero-day exploit. 

Conclusion

The analogies, structures, and processes we present 
in this article are ultimately an exercise in formal-
ization of quality assurance and testing practices 
inspired by another domain. In our case, that other 
domain is pharmacology and immunology. As with 
any other inspiration, it is simply that: an inspiration. 
We do not place any strong claim that the devel-
opment and evaluation of new vaccines is an exact 
solution or a precise model for the problems of 
cyber defence reliability and resilience. However, 
the problems we highlight—namely, the criti-
cal need for the use of AI in cyber defence, and 
the inherent uncertainty about its ultimate resil-
ience to adversarial exploitation—are real problems 
that need to be addressed. Furthermore, our early 
experiences as well as the rigor and discipline that 
we apply in this problem domain are valuable and 
worth formalizing. Our attempt to map our process 
to the process of drug discovery and vaccine safety 
is to propose a practice with even greater rigor. 
For that reason, we hope to inspire policymakers to 
observe some of the practices we propose and con-
sider them as foundations for a future, formal pro-
cess. The cyber threat and the risks of AI adversarial 
exploitation are real, and so is the need for a rigor-
ous, transparent, disciplined, and staged evaluation 
of AI-based cyber defence tools.
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ABSTRACT: 

5G introduces new technologies connecting critical infrastructures and enabling digi-

tal economies and societies, making security an imperative. Users must trust that their 

technology is secure, and will not be exploited by malicious actors. Thus, digital trust is 

an integral part of 5G’s success. Trust builds on a comprehensive picture of conduct, based 

on values, bound by integrity. This article outlines the role of corporate integrity in sup-

plying 5G networks and discusses why engaging in ethical business practices is as critical 

as securely designing technology to fulfil the 5G promise.
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The 5G Promise

5G and the technologies it enables promise to have 
a significantly productive impact on our societies. 
It is expected to extensively transform global econ-
omies by as early as 2030, delivering $8 trillion in 
value around the world (“Nokia’s 5G Readiness 
Report,” 2020 October). 5G will connect everyone 
and everything to each other, digitally transforming 
even the most physical aspects of our lives. Every 
industrial segment, public service or critical infra-
structure will be touched by the 5G revolution. 

5G promises to be much more capable, flexible, 
but also more complex than earlier network gen-
erations, using a heterogeneous architecture com-
prised of multiple access as well as physical and 
virtual infrastructure technologies. Many tradi-
tional network elements of 4G are replaced in 5G 
by Virtual Network Functions and cloud architec-
tures. It is estimated that billions of devices will be 
connected to 5G networks over the coming years 
– with many of these devices being low power sen-
sors, wearables, and small industrial devices. 5G is 
expected to increase wireless capacity by 1000 
times and will connect seven billion people and 
seven trillion IoT devices around the globe (“5G 
Infrastructure Public Private Partnership,” n.d.).

Yet, the more indispensable 5G networks become, 
the bigger the prize for malicious actors to interfere 
with them for commercial, political, or other reasons. 

Because of how crucial the networks will become 
for the national economy and for national security, 
in 5G, security is imperative! The nervous system 
of the society must be reliable and well protected 
against any disruption. This is a task for all stake-
holders involved – such a comprehensive chal-
lenge cannot only be tackled technologically.

Because of how crucial the networks 
will become for the national economy 
and for national security, in 5G, security 
is imperative.

Some non-technical aspects have been widely 
discussed recently in terms of supplier trustwor-
thiness. Current and potential future depend-
encies that might force a supplier to conduct or 
enable malicious actions by leveraging its capabil-
ities, access to, and unique knowledge of the net-
works concerned, have been identified as some 
of the most relevant criteria when assessing such 
trustworthiness. Further, deeming a company 
trustworthy also builds on addressing their attitude 
and actual conduct, and therefore their integrity. 

A track record of illicit activities, ignorance and/
or inaction towards product misuse leading to 
blatant violations of human rights, or employees 
poor working conditions are all individual signs 
of a questionable attitude. Given such lack of 
integrity, reasonable doubt can be raised regard-
ing the capacity and/or intention of such compa-
nies to operate in a transparent and trustworthy 
manner – especially when put under pressure. 
Therefore, scrutinizing the integrity of providers 
of critical technology becomes essential for long-
term security considerations.

Technology & Processes

International standards and protocols require 
the parties that install, maintain and operate tel-
ecommunications network infrastructure and 
services to ensure that appropriate technical 
and procedural safeguards are in place to pro-
tect the networks against attacks by malicious 
actors attempting to sabotage or manipulate 
the functioning of the network or parts of it, 
steal or otherwise compromise the data, or hold 
companies to ransom. 

Realizing the diversity of 5G use cases will 
make securing the network even more com-
plex. Availability, confidentiality and integrity of 
all users, management and control functions need 
to evolve to cater to dynamic networks, mul-
tiple players involved in service delivery, and 
a wide variety of devices, users, and applications. 
This complexity leads to an expanded attack sur-
face. Moreover, the huge number of connected 



45

VOLUME 7 (2021) ISSUE 1

devices in the Internet of Things (IoT) also means 
that the network may be exposed to extensively 
spread attacks.

The 3GPP-specified network functions are cre-
ated with a high amount of scrutiny providing 
a robust security design. But the deployment and 
usage are not necessarily mandated and there-
fore not always enabled. The mere existence of 
appropriate security considerations in standards 
may not be sufficient to achieve security assur-
ance required by the criticality of 5G applica-
tions. Exploiting flaws in the design, implementa-
tion or configuration of the network cannot easily 
be completely avoided, especially inside the soft-
ware implementing the network functions and in 
the configuration of complex network elements. 
Additionally, all external interfaces of the net-
work may become subject to attacks. Therefore, 
security-by-design development processes and 
secure operational processes are key elements to 
technically secure network operations.

The mere existence of appropriate 
security considerations in standards 
may not be sufficient to achieve security 
assurance required by the criticality 
of 5G applications.

Trust

Despite all these actions, there are certain risks 
that cannot be prevented solely by technical 
means. These are caused by “malicious insiders”. 
Insiders may be those who have access to net-
work elements and the related control functions 
or have a deep knowledge about the technology 
deployed in the field and how it is operated – or 
both. It could be employees or consultants of net-
work operators, tenants and partners of the net-
work operator, technology vendors, or managed 
service providers or subcontractors. 

Trustworthiness in this context means that there 
are no reasonable grounds to assume that the priv-
ileged position of an actor, e.g. a company, in terms 

of access to and knowledge about a telecommuni-
cations network, its components and its manage-
ment, could be leveraged in the future to conduct or 
facilitate “malicious actions”, such as undue access 
to data or manipulation of network functions. 

This is no unusual consideration. 

Background checks and trustworthiness assess-
ments are routine, for instance in the defence 
sector. It is a precautionary measure to avoid risks 
– including second agendas or otherwise mali-
cious intentions. It also involves vetting whether 
there is an advanced risk that an actor is, or could 
become, dependent on a third party with mali-
cious intentions.

Background checks or trustworthiness assessments 
for providers of telecommunications infrastructure 
have been widely discussed in the context of 5G 
security policies (“Secure 5G deployment in the EU: 
Implementing the EU toolbox - Communication 
from the Commission,” 2020 January).

Integrity

Even a flawless technology can be misused in 
the wrong hands. For this reason, three elements 
should be taken into consideration: the technical 
and procedural network integrity, external political 
and legal circumstances, and also, the integrity of 
the actors involved.

Integrity is a comprehensive picture of conduct, 
based on values. 

Most companies have a code of conduct requir-
ing good behaviour from their employees. 
Yet, the virtue of integrity is to live by one’s 
standards: implementing policies and processes 
that steer all employees towards appropriate con-
duct, diligently reacting to any misbehaviour and 
creating a culture of compliance. While flaws are 
inherent to human conduct, addressing individual 
or corporate misbehaviour and drawing conclu-
sions, thus being aware of one’s behaviour’s con-
sequences, makes a difference. 
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Integrity becomes visible when difficult trade-
offs occur. Human rights risks may occur in supply 
chain management; technologies which have con-
siderable societal benefits may also be misused 
to infringe on human rights. Digital technologies 
could be used for surveillance or to intercept com-
munications, limit freedom of expression, block 
access to information, and reduce the exchange of 
ideas. Maintaining the capacity to scrutinize busi-
ness opportunities from a human rights perspec-
tive might often be a challenge in price competitive 
environments. But it can also become a competi-
tive edge if societies decide to value integrity.

Most companies have a code of conduct 
requiring good behaviour from their 
employees. Yet, the virtue of integrity is to 
live by one’s standards.

Integrity means also to act according to one’s 
values, especially when it is neither easy, nor 
expected. Upholding the same standards every-
where, and at any time, is pivotal. A company sup-
porting or turning a blind eye to the suppression 
of societies or corruption in one part of the world 
loses its overall integrity regardless of how vocal it 
might be about human rights in another place. 

The Nokia Example

At Nokia, we create the technology that helps 
the world act together, connecting people to 
opportunities to improve their lives through access 
to education, enhanced healthcare, information 
and public services, market opportunities and 
more. The capabilities offered by 5G, the Internet 
of Things, cloud computing, Artificial Intelligence, 
Machine Learning and analytics are immense. 
Connectivity has never been so important as 
now. Acknowledging the responsibilities we bear, 
we build our business on a foundation of trust. 
It covers our approach to ethics, compliance and 
anti-corruption, ensuring responsible sourcing, 
respect for human rights and inclusivity, data pri-
vacy and security. It is our corporate commitment 
to earn this trust every day, in all of our business 
activities and in every country where we operate. 

 It is our corporate commitment to earn 
this trust every day, in all of our business 
activities and in every country where 
we work. 

Design for security – securing products 
through their entire lifecycle

Security and privacy are embedded into all Nokia 
products. Our “design for security” process ensures 
that security is designed in and managed through-
out a product’s entire lifecycle, supported by a rich 
set of technologies, tools and procedures.  Nokia 
runs a complex supply chain of trusted suppliers, 
which is designed with sustainability and responsi-
bility in mind. Its resilience relies on implemented 
business continuity plans, providing flexibility and 
reliability to minimize disruption to operations in 
a time of crisis, as well as multi-sourcing (i.e. availa-
bility of alternative sourcing), and implemented pro-
cesses to manage critical components inventories.

Nokia is additionally ensuring product security 
through:

•	 A holistic and lifecycle approach to security. 
This is visible in our security scorecard, which 
includes KPIs for product security, services 
security, regulatory security, IT security, supply 
chain security, assurance and security culture.

•	 Mandatory Nokia Design for Security require-
ments that apply to all Nokia products 
and services.

•	 Our contributions to improving the standards. 
We play an active role in key standardization 
bodies that are shaping the latest in security 
standards and best practices, including GSMA 
SECAG which defined NESAS (security assur-
ance scheme for networks), GSMA Fraud and 
Security group, 3GPP SA3 (defining security 
standards for 5G), ETSI and other.

Moreover, Nokia helps operators to improve 
the security of networks through a wide-ranging 
portfolio of end-to-end security products, solutions 
and services, such as security risk assessments, 
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security solution integration and managed security 
operations. Our solutions address risks related to 
misconfiguration of networks, lack of access con-
trols, and exploitation of the Internet of Things, 
handsets and smart devices with best-in-class 
solutions (“Cybersecurity in the age of 5G technol-
ogy,” 2020). Further, Nokia’s NetGuard Adaptive 
Security Operations are the telco market’s most 
comprehensive Security Orchestration, Analytics 
and Response (SOAR) solution. Providing end-to-
end security, the suite integrates audit compliance, 
privileged access, threat intelligence, network-based 
malware detection, and certificate management.

Integrity & trust – our commitments

Nokia is committed to the Cybersecurity Tech 
Accord and our CEO signed the Digital Declaration 
initiated by the GSM Association (GSMA) in April 
2018. We supported the Paris Call for Trust and 
Security in Cyberspace right from the start in 2018 
and actively participate in international organiza-
tions that promote the principles of those three 
initiatives, e.g. WEF, Information Security Forum – 
probably the largest non-profit information secu-
rity organization, GSMA and others. 

Just as others, we have signed and 
joined these initiatives. However, these 
commitments are backed up by concrete 
actions and engagements. 

At Nokia, being a trusted partner for critical 
networks, we create the technology that helps 
the world act together. We commit to doing so in 
a responsible way, being guided by an imperative 
of integrity built on our adherence to the high-
est ethical and environmental standards, a cul-
ture of compliance, and our positive track record 
with regard to security, privacy and transparency. 
It is reflected in how we operate and in the solu-
tions we provide. We take responsibility for our 
actions, making serious and verifiable efforts to 
minimize potential negative impacts of the tech-
nology we create.

We make sure that our solutions meet the highest 
expectations regarding technical robustness, secu-
rity and privacy. Further, we verify that our exports 
– particularly those involving a potential higher 
risk to individuals’ rights and freedoms – meet not 
only legal requirements, but also adhere to higher, 
self-imposed standards. The technology we cre-
ate must uphold fundamental rights and ethical 
principles. New technologies as well as new uses 
of existing technologies are helping to keep soci-
eties connected, but they can also facilitate new 
or more severe forms of misuse. To prevent this, 
Nokia has a rigorous Human Rights Due Diligence 
process, covering both sales and R&D phases, to 
pre-emptively screen the use cases of its technol-
ogies. As such, we will never knowingly allow our 
products or services to be misused. Given the con-
straints on our planet and the environment, inte-
grous business practices must encompass efforts 
to combat climate change and ensure sustain-
ability. We are working every day to increase 
the energy efficiency of our products, to reduce 
the emissions from our own operations and finally 
to create technology that can help other industries 
and organizations reduce their emissions, resource 
use and eco footprint1. To back up these engage-
ments and echo our commitment to supporting 
the European Union’s digital transformation and 
green transition, Nokia has joined the European 
Green Digital Coalition as a Founding Member 
in March 2021.

Integrity in Nokia’s operations is underpinned by 
our Code of Conduct, which is clearly defined, 
enforced, outlined in our yearly People & Planet 
report and externally assessed. We are transparent 
about our business conduct, performance, or own-
ership, and we report those on a quarterly basis.

We also take action to guarantee the sustainability 
of our supply chain, for instance by providing online 
workshops for suppliers and a series of aware-
ness-raising webinars to counter modern slavery, 
conduct responsible sourcing, and promote health 

1 To know more on this, please see: https://www.nokia.com/
about-us/sustainability/combatting-climate-change/ 

https://www.nokia.com/sites/default/files/2021-04/Nokia_People_and_Planet_Report_2020.pdf
https://www.nokia.com/sites/default/files/2021-04/Nokia_People_and_Planet_Report_2020.pdf
https://www.nokia.com/about-us/sustainability/combatting-climate-change/
https://www.nokia.com/about-us/sustainability/combatting-climate-change/
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and safety amongst others. We evaluate our sup-
pliers regularly to ensure that respective measures 
are implemented and effective.2 

External assessment and recognition

Nokia exposes itself to external verification of our 
integrity posture by taking part in several sustain-
ability-focused  ratings, indices, and benchmarks 
on a continuous basis. In February 2021, we were 
named for the fourth consecutive year (2018-2021), 
and the fifth time overall, as one of the World’s Most 
Ethical Companies by Ethisphere. Nokia’s human 
rights approach was also audited by the Global 
Network Initiative. We were proud to be awarded 
the Human Rights Campaign (HRC) Corporate 
Equality Index score of 100 percent. 

In December 2020, we were happy to see our 
work recognized as Top 10 in the inaugural 
World Benchmarking Alliance’s Digital Inclusion 
Benchmark which measures how the world’s 100 
most influential technology companies are helping 
to advance a more inclusive digital society.

Finally, Nokia’s selection in January 2021 as a tech-
nology provider and collaborator for the United-
States’ National Cybersecurity Center of Excellence 
(NCCoE) 5G Cybersecurity Project, which aims to 
provide enhanced cybersecurity capabilities built 
into the network equipment and end user devices, 
is an additional proof that both the industry and 
public agencies deem Nokia a trustworthy partner 
(“Nokia selected for U.S. Federal 5G Cybersecurity 
Project,” 2021 January 14).

Trust and integrity: a responsibility

Given our outstanding position in the market, 
Nokia recognizes its responsibility as a company 
providing 5G networks around the world and as 
a market leader for telecom software – a cru-
cial element given that virtualization and cloud-
ification are the dominating trends in network 

2 332 supply chain audits were conducted in 2019, of which 45 
were onsite audits on corporate responsibility topics.

architecture. Our customers include telecom oper-
ators and enterprises from energy, transportation, 
mining and many other sectors. As we help them 
on their digitalization journey, we understand our 
special obligations as a company providing these 
critical networks, with a deep knowledge and 
access to it. Our customers and the customers of 
our customers must trust that this is not exploited 
by any party with malicious intentions. Our integ-
rity makes the difference. 

For more information please see: Conducting our 
business with integrity | Nokia

https://www.nokia.com/about-us/sustainability/conducting-our-business-with-integrity/
https://www.nokia.com/about-us/sustainability/conducting-our-business-with-integrity/
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ABSTRACT: 

The Panopticon was developed by Jeremy Bentham as a system of prisoner control. Later 

philosophers like Michel Foucault would argue that the system goes beyond the prison and 

encompass greater society. We explore the implications of the Panopticon in the contem-

porary era and its creation of a disciplinary society through new technologies. While some 

functions of Foucault’s Panopticon remain, there are noticeable changes to the nature of 

the panopticon itself and its influence on society, its control, and its surveillance.

Keywords: Panopticon, adversarial internet, (cyber) surveillance, disciplinary society

Opening Statement

The implications of technologically backed, over-
arching surveillance have been explored by multi-
ple authors in the past. The suppression/elimina-
tion of individuality and technology’s triumph was 
discussed by Zamyatin in We (1924) and Rand in 
Anthem (1938). Following these two works, tech-
nology’s use as a tool of surveillance, control, and 
oppression was codified in the seminal dysto-
pia that is George Orwell’s Nineteen Eighty-Four 
(1949). Certainly, Orwell’s vision was so striking 
and relevant to the age (like secret police, e.g. Stasi 
or NKVD) that “Orwellian” entered the cultural 
lexicon as a byword for totalitarian rule marked 
and enforced by total surveillance and control over 
action and thought, motivating studies on Orwell’s 
brand of futurology and its parallels on contempo-
rary society. This common thread of control over 
action and thought was explored prior by Bentham 
and his proposal of Panopticon (1791); through 
it, Bentham envisions a prison in which a single 
prison guard is capable of observing every inmate 
contained in the institution, without the inmates 
knowing whether or not they are being watched 
at any given moment, i.e. an “unequal gaze”. In this 
research, however, we depart from Orwellian futur-
ology and Bentham’s architectural pursuit towards 
the philosophical exploration of the concept pio-
neered by French philosopher Michel Foucault. 

Here, we propose how the purpose and vision of 
panopticon has been or could be realised through 
adversarial internet, itself a product of technologi-
cal advancements as discussed through the points 
of view of the aforementioned writers; how aspects 
of internet, technology, and connectivity (e.g. inter-
net of things, backdoors, data collection, etc.) can 
be transformed, if not weaponised, towards realis-
ing this panopticon and its purported objectives. If 
we look at cybersecurity as “the body of technolo-
gies, processes, and practices designed to protect 
networks, devices, programs, and data from attack, 
damage, or unauthorized access” (De Groot, 2020), 
then a connection can be made; the concept of pan-
opticon and its inherent position of hierarchy and 
power is suited for analysing the discourse of eth-
ics/distinctions between legal and illegal, accept-
able and unacceptable, belligerent or benign con-
duct (attacks, thefts, etc.).

Here, we propose how the purpose and 
vision of panopticon has been or could be 
realised through adversarial internet, itself 
a product of technological advancements 
as discussed through the points of view of 
the aforementioned writers; how aspects 
of internet, technology, and connectivity 
(…) can be transformed, if not weaponised, 
towards realising this panopticon and its 
purported objectives.
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Foucault: Panopticon and the Disciplinary 
Society Virtualised

Foucault elaborated his position in Discipline and 
Punish (1975) and Security, Territory, Population 
(2008; originally lectures given in 1978). 
In the former, Foucault argued that the prison 
model of torture, punishment, discipline, and 
prison had encroached upon broader and broader 
aspects of society (forming disciplinary society), 
and in the latter, he explored the means by which 
the sovereign imposes and exercises this capacity/
authority to discipline.

Therefore Foucault expands upon Bentham’s 
panopticon; he posits that the disciplinary insti-
tution of the prison, the imposition of “unequal 
gaze”, carries bigger implications than the sim-
ple observation of its subjects or the question 
of architecture. It allows for a (gradual) transfor-
mation of their thought and behaviour, through 
becoming one of the means the sovereign has to 
do so. In Discipline and Punish, Foucault explored 
the concept of Panopticon as a means to insti-
tute “discipline” and its application beyond prison; 
he argued that, for example, the military, govern-
ment institutions, hospitals/sanatoriums, schools, 
churches, etc. are subject to this process. This 
leads to the creation of what he defined as “dis-
ciplinary society”, a “society where one becomes 
a docile body due to the presence of constant sur-
veillance”. Docility here takes many forms: civil dis-
engagement, conformity, or even, to borrow from 
Orwell, doublethink.

Therefore, focus must be placed on this “unequal 
gaze”. Foucault proposes that there is an inher-
ent hierarchy of the observer and observed where 
the observer maintains the capacity to survey, 
and this should and would have been extended 
to the capacity to transform and influence sub-
jects as a result. Furthermore, in Security, Territory, 
Population, Foucault would argue that the observer 
is in and of itself empowered and authorised 
(i.e. governmentality) to conduct this surveillance 
upon its subjects, and to also impose punishment in 
the case of violations/deviations. On the question 

of power, the sovereign also maintains the capac-
ity to dictate what is wrong or right, and what is 
allowed or otherwise; as for lawfulness, the state 
legitimises its monopoly on specific forms of sur-
veillance and control. Here, Foucault draws upon 
the concept of national interest (French: raison 
d’état) and extends the be-all and end-all of 
the state towards surveillance.

On the question of power, the sovereign 
also maintains the capacity to dictate what 
is wrong or right, and what is allowed 
or otherwise; as for lawfulness, the state 
legitimises its monopoly on specific forms 
of surveillance and control.

Therefore, multiple research questions can be 
derived from the above, the encroaching of 
the Panopticon beyond real institutions and 
the virtual:

•	 How is the panopticon realised through con-
temporary technology, and adversarial internet?

•	 How does technology-backed panopticon 
influence the thoughts and behaviours of other 
people? Are there any discernible changes 
between the past and present?

•	 How does the sovereign/government justify vir-
tual surveillance? Have there been any shifts in 
the power dynamics of observer and observed?

System Studies: Virtualizing the Panopticon 
in Adversarial Internet

Multiple research questions were proposed for 
deepening our understanding of both the pan-
opticon and cyber surveillance. A system study 
of Bentham and Foucault’s panopticon revisited 
in the contemporary era would be the answer to 
the first question: “How is the panopticon realised 
through contemporary technology, and adversarial 
internet?” To do so, we need to examine the sim-
ilarities and differences between the panopticon 
and the contemporary society, with placing special 
focus on the notion of adversarial internet.
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As stated, the panopticon’s architectural legacy 
stands on two main features: the watchman and 
observed occupants. Presently, with the expan-
sion of the digital realm, social media, and the une-
qualled amount of data circulating in the internet, 
decision-makers must deal with the tenuous dichot-
omy between security and freedom. Moreover, in 
the age where state apparatuses such as the National 
Security Agency and Government Communication 
Headquarters are given rein to maintain substan-
tial capacity to survey and observe, the question of 
whether the panopticon is a useful way of analysing 
our societies remains. Foucault proposed in the ’70s 
that the panopticon mirrors his idea of surveillance 
and enforcement in a disciplinary society. He argued 
that its construction in itself was “the culmination of 
technologies of power rather than their beginning” 
where a prisoner, recognising he could be watched 
at all times, begins to watch himself and becomes 
“the principle of his own subjection”. This manner 
of “soft” power – self-induced power – turns a dis-
ciplinary blockade into a disciplinary device (French: 
dispositif), “from exclusion and blockade towards 
generalized discipline” (Murakami, 2007). Foucault 
also wondered why disciplinary progresses weren’t 
as much celebrated. As Roy Boyne (2000) remarked 
on the trend:

Any deep critique of surveillance as a prin-
ciple would have to imply a critique of social 
democracy and social welfare simultane-
ously, and may help explain the relative calm 
with which the contemporary development 
of surveillance powers has been received.

He argues that presently, “social works” such as med-
icine, education, psychology, etc. assume an increas-
ing share of supervision and assessments. Therefore, 
criticising surveillance would mean criticism of 
Western social democracy. An important assertion 
is that not everything is becoming a prison, but that 
the prison itself is losing part of its purpose.

As a result, the watchtower constituting one 
part of the panopticon is presently equivalent to 
the security cameras that aim to secure buildings 
and institutions; visible machines monitoring and 

watching events through human-like eyes with-
out the human themselves present. For example, 
a citizen knows that he’s being watched by secu-
rity cameras in a supermarket. Hence the shop is 
a panopticon where the citizen psychologically 
watches his own actions, becoming “the princi-
ple of his own subjection” as much as he is sub-
ject to the proprietors and his observers. Do we 
see the same behavioural changes in the con-
text of digital surveillance and data usage? In this 
case, whether it is via smartphones, social media 
accounts, geographical locations, etc., the user is 
not aware that they are being watched. In the post–
Edward Snowden era, we are more aware of 
the use of our private data by not only different 
government agencies, but also private actors such 
as Facebook, Google, or companies like the former 
Cambridge Analytica. This data flow via adversar-
ial internet (and non-adversarial means) is more 
and more acknowledged by citizens. However, 
because citizens aren’t confined in cells (i.e. estab-
lished physical boundaries), and there are no phys-
ical markers of their observation (the watchtower 
or security camera), they do not maintain this feel-
ing of being watched. Most of the data collected is 
surrendered as soon as the user clicks the “I accept 
these privacy policies” button, even without 
proper reading of the legal statement. Would it be 
enough to prove that digital surveillance is a pan-
opticon? It is important to recall that the primor-
dial goal of the panopticon was to correct behav-
iour. Therefore, without the existence or illusion of 
this “unequal gaze”, there would be no influence 
over thought and behaviour; what does this imply? 
Does it mean that we have been, or are increas-
ingly inured to normalised in the way the panopti-
con was constructed? One of the answers to that 
question is that the surveillance role has moved 
from changing behaviour to bringing “security”.

Most of the data collected is surrendered 
as soon as the user clicks the “I accept these 
privacy policies” button, even without 
proper reading of the legal statement. 
Would it be enough to prove that digital 
surveillance is a panopticon?
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Furthermore, another difference is addressed by 
Jake Goldstein in McMullan (2017): the intan-
gibility of data surveillance, and the detach-
ment of data from the self, i.e. separation from 
our bodies/corporeal form. This is a departure 
from the panopticon, whose foundation lies on 
its employment of a physical construct/bound-
ary (i.e. the eponymous prison) to govern physi-
cal conduct and maintain control over the human 
body. This is compounded by the fact that most 
users do not know the extent of the data they 
distribute and its collection, whether to private 
parties/corporations or governments. What is 
observed? The inability to answer that ques-
tion makes it impossible for citizens to regu-
late their behaviour. But it remains that the role 
of the “digital” panopticon changed. The future 
projects an increase in automation and inter-
connection; the advent of the internet of things 
(IoT). Common everyday items such as refrigera-
tors, air conditioning systems, automobiles, etc. 
will impact the future of surveillance because not 
only will they communicate with each other, but 
those transmitted data will find a way to corpora-
tions or governments, mostly through the use of 
adversarial internet. Hence, citizens will become 
even more scrutinised in the form of “asymmetri-
cal digital panopticon” created to bring security.

Identifying Changes

While changes can be attributed to elements 
beyond that of communications technology and 
the adversarial internet, ICT nevertheless maintains 
a substantial role in making these changes possible.

Deleuze: Control Society

The above findings correspond to and necessi-
tate revisiting the discussion on the abolishment 
of physical boundaries/institutions proposed 
by Gilles Deleuze in Society of Control (1992). 
Deleuze identified three main changes/depar-
tures from Foucault’s disciplinary society. The first 
was the diminishing physical boundaries/institu-
tions and the increasing prominence of intangible 
ones, some with overarching influence on multiple 

aspects of society. Here, Deleuze would already 
envision the computer as the central controller/
manager of this society of control. A pertinent 
example pointed out by Deleuze is the financial 
system. For example, mechanisms such as mon-
eylending/banking (debts), the use of fiat cur-
rency (itself issued by the state), and the mar-
ket are all controllable and observable through 
computers and communications technology. 
The second is the transition from traditionally 
state-run institutions (predominantly the school 
and the military – tools the sovereign uses to 
institute the disciplinary society) towards increas-
ing privatisation. Deleuze returns to the finan-
cial world and points out banks and corporations 
as an example. The third, and perhaps currently 
most relevant, is the transition from sanction 
(the use of penalties, etc. to dissuade deviant 
behaviour; practices pointed out by Foucault in 
Discipline and Punish as, for example, torture or 
punishment) towards reward – promoting favour-
able behaviour through the promise of positive 
gain. In the financial system, for example, banks 
offer favourable interest rates to get people to 
entrust their money to them, or the gradual tran-
sition towards cashless society by offering deals 
and benefits to get people to enter the system 
and, in the process, entrust money (and data) to 
the corporations.

Therefore, the transition between the corporeal 
and the incorporeal, supported by communica-
tions technology, has allowed the panopticon to 
transcend the illusory “unequal gaze”; rather than 
the single guardsman (traditionally the state) only 
being capable of observing some of the prisoners, 
the guardsmen (whose status is now increasingly 
blurred) are now, in fact, capable of observing, and 
controlling, all of them perpetually. The “prison-
ers” too are no longer bound in their physical hold-
ings or separated by walls, and now enjoy some 
level of uncontrolled or unregulated communica-
tion. Furthermore, this also carries the implica-
tion that the intangibility means a blurred bound-
ary between the isolated prison-panopticon and 
outside it; the panopticon’s subjects may very well 
exist beyond the prison it purportedly controls, 
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and at the same time we can assume that the pan-
opticon’s power to observe goes beyond its con-
trolled prison as well. 

The transition between the corporeal 
and the incorporeal, supported by 
communications technology, has allowed 
the panopticon to transcend the illusory 
“unequal gaze”; rather than the single 
guardsman (traditionally the state) only 
being capable of observing some of 
the prisoners, the guardsmen (whose status 
is now increasingly blurred) are now, in 
fact, capable of observing, and controlling, 
all of them perpetually.

And yet, as discussed, the idea of the very exist-
ence of this panopticon does not necessarily 
influence the observed in thought and behav-
iour. Can this perhaps be explained by the atmos-
phere of apathy, comfort, or benefit that the tran-
sition from discipline and punish to reward brings? 
Or perhaps, drawing from de Jouvenel’s On Power, 
the Natural History of Its Growth (1948), they realise 
the possibility of placing themselves as “guards”, 
the observers, and the capacity to influence that 
it brings? If anything, the transparency now means 
that citizens, the observed, are capable of influ-
encing the means, mechanisms, and the legiti-
macy of the state’s national interest (French: raison 
d’état) of surveillance. They are now empowered, 
or at least aware enough of their position, to argue 
for what’s right and wrong, what’s acceptable or 
not, and which lines governments and companies 
should not cross; what is adversarial and what isn’t.

Proposed Framework: Atmosphere of Surveillance

Identifying these relevant elements: the agent, 
the method, and the reception allows a graph illus-
trating possible atmospheres of surveillance to be 
proposed. The graph will consist of a heptagon 
including 7 elements: Sentiment, Method, Agencies 
of Government and Private entities, Intensity of 
Sanction and Reward, and Domain. Each element is 
assigned a value of 0 to 1.

Sentiment represents the receptiveness of the pop-
ulation towards surveillance, ranging from negative 
to positive. A score closer to 0 represents greater 
negative reception, while a score closer to 1 rep-
resents greater positive reception; 0 represents 
total dislike for and opposition to the very idea 
of surveillance, while 1 represents total support 
towards surveillance, if not extended to hostility 
towards those against it. Middling scores would 
indicate multiple perspectives, such as regard-
ing surveillance as a necessary evil. It can be dis-
cerned through multiple means, such as the eval-
uation of approval/trust ratings of institutions 
(government, corporations, etc.) and the people’s 
circumvention of surveillance measures (the use 
of VPN, anonymity, etc.).

Methods represent agent accountability and 
the opacity/transparency of their conduct; opac-
ity implies limited accountability through limited 
or no disclosure/justification of employed surveil-
lance methods, while transparency implies open 
accountability and proper disclosure, justification, 
and explanation of surveillance and its rationale. 
A score closer to 0 represents greater tendencies 
of opacity, while a score closer to 1 represents 
greater tendencies of transparency. This can be 
evaluated through measures employed to com-
municate justifications/explanations, laws and 
regulations governing the process of surveillance, 
and the level of policing available to check and bal-
ance these measures.

Government/Private agency represents the extent 
of government/private entities’ involvement 
and agency in multiple arms of surveillance, 
both the influence they have and the realms 
they are involved in. A score closer to 0 repre-
sents either minimal or partial involvement, while 
a score closer to 1 represents greater involvement. 
0 would indicate no involvement at all and 1 would 
indicate overarching involvement on all aspects 
of surveillance. This can be evaluated through 
the engagement of their arms, both physical and 
virtual, the employment of technology to aid it, 
and the level of funding they receive.
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Intensity of sanction represents the extent to which 
the government uses surveillance as a means to 
identify, deter, and punish bad behaviour. A score 
closer to 0 represents less interest/motivation in 
using surveillance in such a manner, while a score 
closer to 1 represents greater interest/motivation. 
It can be evaluated through available deterrents 
for bad behaviour, the percentage of recidivism, or 
the establishment of boundaries and grouping to 
prevent unwanted occurrences.

Intensity of reward represents the extent to which 
the government uses surveillance as a means 
to motivate, reinforce, and influence citizens to 
adhere to good behaviour and reward them accord-
ingly. A score closer to 0 represents less interest/
motivation in using surveillance in such a manner, 
while a score closer to 1 represents greater interest. 
It can be evaluated through the means citizens are 
conditioned to adhere to and the rewards the citi-
zens receive; their nature and how it benefits them.

Domain represents the geographical reach the gov-
ernment has in exercising their capacity to survey 
and observe. A score closer to 0 represents smaller 
geographical boundaries, while a grade closer to 
1 represents greater geographical boundaries. 
A score of 0 represents limited boundaries even in 
one’s own state, and a score of 1 represents exer-
cise at the global level. It can be evaluated through 
the reach and influence government instruments 
have in specific geographical areas.

The virtue of this framework lies in its capacity to 
be employed in comparative studies; for example, 
different governments may share equal values in 
some elements while maintaining different values 
in some. Adversarial internet can be used as a con-
comitant variation in which to evaluate these dif-
ferences. Following consolidation of the elements 
and its evaluation, this framework would hopefully 
be of some significance in future quantitative and 
mixed methods research as an addition to prior 
qualitative research.

Towards the End of Presumption of Innocence?

The principle of innocent until proven guilty is 
a major legal regulation that was instituted in order 
to fight wrongful criminalisation. In the digital era 
and the increasing use of technology, it was thought 
that surveillance would aid its implementation. 
As Lord Steyn in Hadjimatheou (2016) argues: 

It is of paramount importance that law enforce-
ment agencies should take full advantage of 
the available techniques of modern technol-
ogy and forensic science. (…) It enables the 
guilty to be detected and the innocent to be 
rapidly eliminated from enquiries.

Therefore, the statement implies that the usage of 
modern technologies has become a necessity for 
the protection against wrongful suspicion or con-
viction of crimes.

Would that statement still stand when one takes 
adversarial internet into account? As a legal prin-
ciple, the goal of presumption of innocence is to 
prevent the conviction of innocents. The purpose 
of this section is not to try to undermine the legal 
goal of this principle by claiming that surveillance 
results in an increase of miscarriages of justice 
per se, but on another implication: that presump-
tion of innocence doesn’t only result in a decrease 
of wrongful convictions, but also suspicions. 
If we analyse the principle through the moral 
assessment of innocence and trust, we can with-
out a doubt assess that cyber surveillance and 
the usage of adversarial internet techniques can-
cels out the moral and philosophical definition of 
“presumption of innocence”.

Hadjimatheou (2016) in her paper argues that 
there are no collections of data on individuals in 
liberal democracies that are as intrusive, com-
municative, or comprehensive as surveillance in 
prison. She goes further by stating that there are 
no corporations or individuals who have access to 
the entirety of the data collected on citizens.
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Although it isn’t false that we cannot identify one 
single entity that has all of the available data on 
individuals, it remains a half-truth; governments or 
corporations may not have a common data repos-
itory, but the ones available still represent a mas-
sive collection of intimate information on indi-
viduals. For instance, statements from journalists 
– such as Charlotte Guillard working for France 
Télévisions (2019) – accessing the Google database 
concerning themselves will probably not agree 
with the assumption that panoptic surveillance is 
only reserved for already proven-guilty criminals.

Furthermore, adversarial internet and its usage by 
governments and corporations remains an intru-
sive use of cyber surveillance. Willingly or not, it will 
have one major consequence: people will feel they’re 
being watched and hence, being considered untrust-
worthy – even if the government’s goal of security 
and discipline does not question the trustworthiness 
of their citizens. Therefore, we arrive at the claim that 
surveillance isn’t waiting for someone to be alleg-
edly involved in a crime to be observed. And since 
the goal of using surveillance for legal purposes is for 
“the innocent to be rapidly eliminated from enquir-
ies”, it should stand for conviction and suspicion; 
presumption of innocence in terms of suspicion can-
not be valid while citizens are not aware of which 
data governments or corporations hold on them. 
And even if there are measures to ensure transpar-
ency in this process, the employment of adversar-
ial internet implies that there remains some level of 
opacity; accordingly, the data-collecting entities risk 
distrust, anger, or opposition from the observed.

Furthermore, adversarial internet 
and its usage by governments and 
corporations remains an intrusive use 
of cyber surveillance.

Finally, the change from presumption of innocence 
toward a presumption of guilt could be explained 
by the fact that governments are still using surveil-
lance to punish rather than to reward. That is if, 
as we explored, we had not observed a significant 
transition from sanction and punishment towards 
reward and control in the first place.

Future Projection and Recommendations

Following the discussion on panopticon, society 
and the adversarial internet, one question remains: 
“What could the European Union do as a suprana-
tional entity towards combating adversarial inter-
net?” Answering the question requires prior analy-
sis of two perspectives: the Chinese and the United 
States, epicentres of the biggest data collection and 
data communication in the world. On one hand, 
China is an authoritarian regime that imposed 
its cyber surveillance – and adversarial internet – 
use in order to control its citizens at the extreme. 
The Social Credit System, the Great Firewall, etc. cre-
ate a country based on disciplinary society through 
Orwellian systems of surveillance. Moreover, that 
society is induced by the government but extends 
its reach to individuals through citizens as well. 
On the other hand, the environment in the United 
States is different in that it is a democratic coun-
try, meaning that the citizens are more empowered 
than in other regimes. It results in a cyber surveil-
lance that is governmental yet maintains individual 
control: for example, the operations of the National 
Security Agency contrasted with the will of citizens 
to self-regulate a normalisation of the society; for 
example, the Black Lives Matter movement could 
be considered as self-disciplinary with its actions 
towards the censure of some cultural media, sup-
pression of words, or even a sort of thought control. 
As much as the American citizens and government 
denounce the Chinese surveillance model as over-
whelmingly collective and repressive, they them-
selves fall into the same Orwellian trappings of 
thought and behaviour control – the consequences 
of adversarial usage of the internet.

The European Union has already progressive pri-
vacy protection policies that are put into place: 
the GDPR (General Data Protection Regulation) 
laws allow the users to have a deeper control 
on which data corporations and governments 
could collect or not. Moreover, those policies 
allow the citizens to download the already col-
lected data from corporations. However, three 
issues remain; those laws do not really prevent 
users from having their future data collected 
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– especially the data that will circulate through 
home devices in the future – corporations and 
governments won’t release the data collected 
through adversarial techniques, and most impor-
tantly the data are still the exchange currency 
in the online contract between the user and 
the service provider either by private entities 
or the government. The citizens aren’t aware of 
that because they do not reimburse the service 
through the exchange of traditional currency (i.e. 
money). Hence, while the used currency is data, 
there is currently no other way for corporations 
to profit or otherwise sustain operations without 
collecting private information on their users. One 
way to get out of that vicious circle would be to 
create partially paid internet services with tradi-
tional currency. Although an audacious idea that 
would probably not gain popular vote, it would 
allow citizens to regain a measure of control over 
their data and its collection while simultaneously 
sustaining services afforded by private entities. 

Hence, while the used currency is data, 
there is currently no other way for 
corporations to profit or otherwise sustain 
operations without collecting private 
information on their users.

This solution would perhaps only prevent or other-
wise mitigate normal data collection and wouldn’t 
prevent the consequences of adversarial internet. 

In order to do so, the solution would be for gov-
ernments to refrain from its usage. The more 
a government is using adversarial means to surveil 
its citizens, the more the users are trying to cir-
cumvent the regulations and surf the web anon-
ymously, for instance using VPNs (Virtual Private 
Networks). The consequence would be that actual 
criminals could find a way to avoid observation and 
hence render surveillance obsolete. Eliminating 
the need for backdoors and the implementation 
of proper surveillance would allow it to once again 
regain its original purpose; to convict the guilty 
and exonerate the innocent. However, that would 
only be possible if governments reduce the usage 
of adversarial internet measures to a minimum; 
something the European Union should aspire to.

Concluding Remarks

The panopticon has changed, and with it, society. 
While the status of the guardsman has become 
increasingly blurred into a chimeric combination 
of government-private arms, the departure from 
physical boundaries and the observed’ s increas-
ing knowledge of their status within the panopti-
con (i.e. transparency) has allowed greater capac-
ity for them to take increasing agency within it and 
stake a claim. And it is exactly the knowledge of 
this position that allows us to recognise the abuses 
and dangers inherent to adversarial internet; and 
to stand together against it.
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ANALYSIS

The notions of digital transformation or digitisation 
of the economy have been in the headlines recently. 
The COVID-19 pandemic has changed the way com-
panies and state administrations operate because 
they have had to adapt quickly to the new reality. 
In order to survive and have a chance for further 
development they have moved to the digital real-
ity. Some had already used digital solutions before, 

others have been forced to implement them in 
an accelerated mode. We have observed not only 
the changes related to the transition to remote work, 
but above all a swift transformation of business 
processes in logistics, sales, or customer service. 
The most important challenge has been to main-
tain business continuity. Along with digitisation, we 
have also had to look again at cybersecurity, which 
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has been growing in importance for a long time and 
should become a priority in times of digital acceler-
ation. Already half of humanity operates in digital 
space. When so many people do so many things in 
cyberspace, there will always be those who want to 
take advantage of others. The weak link in the digi-
tal world are most often human beings – on the one 
hand, they are an object of attack by cybercriminals 
and, on the other hand, the attack itself most often 
happens by their mistake.

Not Only COVID as a Change Catalyst

Coronavirus has reminded everybody of cyberse-
curity, for which, up until recently, many compa-
nies lacked time, sometimes budgets, imagination, 
or simply patience for this subject. According to 
the report “Cybersecurity Trends 2020” prepared 
by Xopero in 2019, i.e. even before the pandemic, 
one organisation out of three experienced a data 
breach. Ransomware attacks, cyberspying, or data 
leaks are no longer rare events, but a common 
occurrence. Websites monitoring security inci-
dents record new cases of attacks every day. Even 
technology giants, which devote huge resources to 
cybersecurity, are not able to protect themselves 
from them. The pandemic has caused an increase 
in the number of fraud incidents in the countries 
most affected by coronavirus. Where there is chaos 
and anxiety, criminals have even more room for 
their actions. A clear surge in the number of phish-
ing attacks was recorded in Italy, among others. 
In April, the World Health Organization recorded 
a five-fold increase in cyberattacks. The British 
Financial Conduct Authority published data show-
ing that the number of financial fraud activities 
was decreasing, but this drop does not apply to 
fraudulent activities on the Internet, in which case 
the trend is the opposite. In turn, Google, which 
in April 2020 blocked around 258 million COVID-
19-related emails daily, claimed that the number 
of phishing messages during the pandemic did not 
increase, but their topic changed. 18 million emails 
contained malware or attempted phishing, and 
240 million were simply spam. In addition, IoT, arti-
ficial intelligence, machine learning have opened 
the door to a whole new world not only for their 

users but also for criminals. These phenomena 
have changed our approach to cybersecurity.

According to the latest PMR report on the cyber-
security market in Poland, the total expenditure on 
software, hardware, and services in this area oscil-
lates around PLN 1.5 billion. In the next 5 years, 
another PLN 1 billion is to be won by suppliers. 
Companies usually indicate cybersecurity as one 
of their priorities, but this is not always followed 
by concrete steps – specific expenses and sepa-
rate budgets. The research also shows that 66 
percent of large companies in Poland have not 
implemented or have only an informal program of 
information exchange about threats, nor do most 
companies have a SOC team to monitor potential 
cyberattacks. However, increasingly more often 
the target of the criminals are not multinational 
companies, but small and mid-sized businesses, 
which are also more willing to pay the ransom. 
The most frequently attacked sectors are still as 
follows: health, finance, energy, manufacturing, 
and new technologies – these companies regularly 
become victims of ransomware and data leaks.

The pandemic has caused an increase 
in the number of fraud incidents in 
the countries most affected by coronavirus. 
Where there is chaos and anxiety, criminals 
have even more room for their actions.

Organised Cybercrime Groups

Up until recently, hackers have been associated 
with self-taught, talented, young people, often 
loners who, in the privacy of their homes, break 
into other people’s computers and perform oper-
ations that lead to more or less measurable losses 
to the victim. The concept itself was created in 
the 1970s or, according to some sources, even in 
the 1960s. In 1980, an article on people’s com-
puter addiction published in Psychology Today used 
the term “hacker” in the title: “The Hacker Papers”.

Unfortunately, from innocent fun, hacking has 
turned into illegal cybercrime and a business worth 
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billions of dollars. It is backed by people who, for dif-
ferent reasons, financial or ideological, or in order to 
collect information for various purposes, hack into 
individual computer systems and even take over 
entire ICT networks. Hackers not only create mal-
ware, but also use psychological tricks to get users 
to give out personal information, click on a mali-
cious link or open an e-mail attachment contain-
ing such software. In addition to social engineer-
ing and malvertising, hackers often employ botnets 
as an infrastructure to conduct their business, take 
control of browsers as a vector of attack, and use 
Denial of Service attacks to paralyse the victim’s 
online services. Malicious software is an element of 
almost every attack and in this respect, ransomware 
has been the infamous leader in the last several 
months – blackmail related to encrypting valuable 
data has unfortunately become a very effective way 
for cybercriminals to illegally enrich themselves.

In addition to typical financially motivated cyber-
crime, the so-called “state-sponsored” activities 
have grown in popularity in recent years and have 
now become the most dangerous form of attacks. 
They are inspired and, increasingly more often, 
also directly carried out by state organisations. 
Their perpetrators act on behalf of a particular 
state and carry out economic thefts or intelligence 
operations to destabilise another state. They are 
very determined and have enormous resources to 
conduct their activities. While mentioning political 
motives, it is also worth recalling hacktivism when 
the perpetrators act for political, social, or ideolog-
ical reasons. And here we can give the examples of 
the attacks by Anonymous or LulzSec.

Still, the most common actions of hackers are 
attacks on multinational companies, which now 
happen so often that we will soon approach them 
as if they were classic crimes, taking place every 
day, and we will hardly pay any attention to them. 
An example from summer 2020 is the attack on 
the American manufacturer of smart watches 
and fitness bands Garmin. For several days, no 
Garmin service, including a physical activity moni-
toring application, ran for users around the world. 
The company’s website and customer service were 

also unavailable. Media also reported that produc-
tion lines in watchmaking facilities were blocked. 
Another example is the incident that happened 
to FireEye, the world’s leading cybersecurity 
company based in Silicon Valley. For years, it has 
been an important partner for government agen-
cies and global companies, not only in the United 
States, in combating the serious network attacks 
that these organisations have suffered. In last 
December, the company itself was the victim of 
an attack, which shows that there is no institution 
in the world that can feel 100% safe. In the same 
month, the victims of a cyber attack were iPhones 
belonging to journalists of the Qatar’s Al-Jazeera 
television, although up until recently it has been 
said that the iOS system cannot be broken. In this 
case, specialists from the University of Toronto 
have drawn up a report which shows that malware 
was used to record conversations with the micro-
phone in the hacked smartphone, take photos, 
and determine the position of the phone owner. 
Everything was happening without the owners’ 
knowledge. So the examples can be multiplied. 
Only after this kind of incidents related to a seri-
ous security breach are organisations slightly more 
inclined to employ staff who are professionally 
capable of dealing with the topic of cybersecu-
rity, with CISO (Chief Information Security Officer) 
at the forefront, which results in better strategic 
planning and more time being devoted to security 
issues at management board meetings.

Unfortunately, from innocent fun, hacking 
has turned into illegal cybercrime and 
a business worth billions of dollars. 
It is backed by people who, for different 
reasons, financial or ideological, or in order 
to collect information for various purposes, 
hack into individual computer systems 
and even take over entire ICT networks.

Systemic Changes and Security as a Team

Most companies and institutions are aware that 
some areas of their business and assets are related 
to or dependent on cybersecurity. However, this 
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knowledge does not always actually cover the areas 
most vulnerable to attacks. Low awareness of 
potential events and ignorance of threats are still 
common. The lack of a holistic view of the areas that 
may be targeted by a potential attack is an elemen-
tary mistake that prevents the design and implemen-
tation of an effective solution, and more advanced 
tools require full coordination and cooperation of 
structures responsible for cybersecurity, IT, and 
business. This is how cybersecurity is approached 
by few, usually the largest organisations.

There are many reasons for not taking sufficient 
care of network security. The most common are 
the lack of support from the management, low 
risk awareness, dispersed liability and the lack of 
a cybersecurity head in the organisation. Often 
the overall responsibility for this issue is shared 
and implemented by the IT department, which 
does not always have a full picture of the business 
conducted by the organisation and is not able to 
correctly define all priorities. In many cases invest-
ments are conducted chaotically and inefficiently. 
The company uses many different solutions 
at the same time and does not look at the problem 
as a whole - it does not plan any strategic solu-
tions to prevent threats, but acts only reactively. 
The turning point in its approach to security is 
only the incident related to its violation. If some-
one is more fortunate, the situation ends only 
with fear and no consequences. However, in many 
cases an attack has a negative impact on business, 
involves losses that are both easy to estimate (loss 
of revenues, ransom costs, or financial penalties) 
and difficult to quantify, such as stopping busi-
ness continuity, and in extreme cases even leads 
to the company’s liquidation. It is positive if such 
an incident finally opens the eyes of managers to 
many things and makes them look for solutions.

It is therefore very important for companies and 
management to be aware that effective safeguards 
that could counteract incidents involve costs 
that are disproportionately lower than the losses 
incurred as a result of an incident that occurred. 
That is why it is so important to have a systemic and 
holistic approach to cybersecurity management 
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and at the same time to choose the right solution 
provider and partner for this task, who should under-
stand this systemic approach and think comprehen-
sively about customer security. We cannot forget 
about teamwork, which is also an important guar-
antee of the success of the whole undertaking, both 
the cooperation within the organisation between 
individual departments and the agreement and 
mutual understanding between the company and 
the supplier. When this happens, ensuring security 
becomes easier and more effective, and the “secu-
rity as a team” approach brings results.

If someone is more fortunate, 
the situation ends only with fear and 
no consequences. However, in many 
cases an attack has a negative impact 
on business, involves losses that are both 
easy to estimate (loss of revenues, ransom 
costs, or financial penalties) and difficult 
to quantify, such as stopping business 
continuity, and in extreme cases even 
leads to the company’s liquidation.

Secure Software Is Key

One of the most important elements of the organ-
isation’s secure infrastructure is secure software. 
As a frequent target of indirect and direct attacks, 
the  most important thing for an organization when 
choosing software is to trust the supplier, who 
should have experience, reputation on the market, 
and the ability to provide the appropriate quality 
of service. There are about 30 reputable global 
providers of cybersecurity solutions. On the local 
markets there are national manufacturers, offering 
tailor-made software and boutique services, usu-
ally for large customers with extensive systems. 
Such suppliers also implement ready-to-use pro-
grams from global manufacturers. The product 
should be selected according to the specific needs 
and expectations of a given customer.

Whatever solution we choose, it is important for 
the supplier to include the best and widest pos-
sible testing in the project. Particularly important 

is to conduct several tests by external parties. 
On the one hand, we have domestic suppliers 
offering solutions written specifically for a given 
client, well tested by several entities, developed 
and updated on an ongoing basis. With such soft-
ware we also have the ability to catch functional 
errors, and in case of critical errors the update 
is carried out in express mode. For the needs of 
some industries and strategic customers, such 
products are sold together with the source code, 
so that the customer can track the system on their 
own, catch any loopholes in the system, and react 
accordingly. In turn, using solutions offered by 
global suppliers gives us the certainty that they 
have been tested by thousands if not millions of 
users. However, due to their widespread availabil-
ity, anyone can buy them for a few dozen dollars, 
so they are potentially more vulnerable to attacks 
from organised groups that have easy access to 
them, search for vulnerabilities, and can attack 
entities that also use them. On the other hand, 
manufacturers care about security and are ready 
to pay big money, even to casual cybersecurity 
enthusiasts, when they point out a software loop-
hole or error.

Schools Thrown into Deep Water

The transition from schools to remote teach-
ing is a great example of digital transformation. 
We adapted to this new reality very quickly thanks 
to technology. The digitalisation of Polish schools 
has long been a necessity, the implementation of 
which has encountered many problems. The sit-
uation was changed only by coronavirus, which 
forced an express change in this area. The modern-
isation of educational institutions is a huge chal-
lenge for the government and local government 
administration, but also for the society itself – 
teachers, students, and parents. Until now, every-
one has focused largely on infrastructure, fast 
Internet connection in each school and provision 
of computer equipment. With the challenge of 
remote learning, the need for even greater empha-
sis on the issue of cybersecurity on many levels 
has emerged.
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Speaking of the system’s cyber-resistance to 
remote education, it is also worthwhile to take 
advantage of this moment of change and take 
care of cybersecurity education as well. It should 
be introduced from the very beginning – from 
the moment children and young people come into 
contact with digital services. The issues related to 
the threats posed by the use of the Internet should 
be developed at the earliest possible stage of edu-
cation, preferably to be included in the core cur-
riculum of younger classes in elementary school, 
and complete basics maybe even at the preschool 
stage. Proactive rather than reactive measures 
should also be taken, data protection strategies 
should be developed, including user education, 
implementation of appropriate technologies and 
corrective actions. By training educational staff 
in threat protection, implementing the right infra-
structure, and applying appropriate corrective 
action protocols, an educational institution can 

significantly increase the resilience of its IT envi-
ronment to the most dangerous attacks and their 
consequences, such as ransomware, data loss, 
financial loss, and reputation damage. People are 
often the weak point in the entire security struc-
ture. It is much easier for cybercriminals to use 
psychological trickery and persuade an individual 
to click a dangerous URL to access the system than 
to break a firewall or other technological security 
measures. When many employees with access 
to sensitive data work remotely, often outside 
the security system of their company or organisa-
tion, this problem becomes extremely important.

Increasing the cyber-resistance in a company or insti-
tution is a continuous process. Cybercriminals are 
getting smarter and smarter, using more and more 
sophisticated methods to achieve their goals. 
Therefore, users must be ready for constant caution 
and continuous improvement of security methods. 
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Introduction

The principle of technological neutrality requires 
that the law generate the same effects regardless of 
the technological environment in which these stan-
dards apply. Used as a core element of any regula-
tion addressing technology (Gagliani, 2020), it may 
foster competition, transparency of public policies, 
and flexibility for industry innovation and evolu-
tion (The International Bank for Reconstruction and 
Development et al., 2011, pp. 203–204). However, 
the principle of technological neutrality may lack 
specificity and can produce undesirable conse-
quences for its application in practice. As Rajab Ali 
points out (2009, p. 9), the “technological neutrality 
of the law can lead to regulations whose meaning is 
so vague that its application to technology is often 
a matter of conjecture”.

The principle of technological neutrality 
requires that the law generate the same 
effects regardless of the technological 
environment in which these standards 
apply. Used as a core element of any 
regulation addressing technology, it may 
foster competition, transparency of public 
policies, and flexibility for industry 
innovation and evolution.

In announcing an ambitious digital strategy for arti-
ficial intelligence, the European Commission has 
defined, in its White Paper on Artificial Intelligence 
(AI), the framework for Europe’s digital future 
(European Commission, 2020b). The aim of 

the strategy is to make digital transformation ben-
eficial for all, with a focus on people and society as 
a whole. The proposals presented aim thus to cre-
ate a unique data market and to ensure the anthro-
pocentric development of AI, as the first steps 
towards achieving these goals. The wide expan-
sion of AI applications creates unprecedented 
opportunities and leads to the radical transforma-
tion of the economy, society, and the state, giv-
ing momentum to growth, but also giving rise to 
major changes in the labour market. But many 
issues remain unresolved, notably around the legal 
qualification and liability of AI systems or even 
the interpretation of the criteria for “high-risk AI”. 

The regulation of emerging technologies such as 
AI is partly controversial, due to the European 
Union (EU) effort toward a technologically neutral 
regulation. The following question arises there-
fore: Does the application of the principle of tech-
nological neutrality in European digital technology 
projects may effectively address future AI tech-
nology impacts?

The aim of this article is to highlight the need for 
a right balance between technological neutrality 
and market prosperity. If technological neutrality is 
a key principle of European regulation related to dig-
ital technologies; AI systems’ legal liability encour-
ages a necessary reorientation of the concept of 
technological neutrality. The article is divided into 
four sections. First, I present the poly-semantic 
interpretation of technological neutrality princi-
ple. While the concept of technological neutrality 

ABSTRACT: 
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is posing a challenge to the European AI policy, its 
meaning is not immediately clear. Second, I anal-
yse the principle of technological neutrality within 
the European AI policy as regards its upcoming 
legal regime. The AI systems’ legal responsibility 
will serve as a case study in a third section. Finally, 
last section will provide an alternative choice as 
a policy prescription to the EU actors.

The Principle of Technological Neutrality, 
a Poly-Semantic Interpretation

In the field of electronic communications, the 2002 
European Framework Directive made technologi-
cal neutrality one of the guiding regulatory princi-
ples for the telecommunications sector in the EU 
(Directive 2002/21/EC). It is defined by its recital 
18 as follows: “The requirement for Member States 
to ensure that national regulatory authorities take 
the utmost account of the desirability of making 
regulation technologically neutral, that is to say 
that it neither imposes nor discriminates in favour 
of the use of a particular type of technology, does 
not preclude the taking of proportionate steps to 
promote certain specific services where this is jus-
tified (…).” The principle of technological neutral-
ity is widely accepted and seemingly clear, but, in 
fact, poorly understood. Therefore, it is important 
to clarify the principle’s substance.

The concept of technological neutrality has 
emerged as a regulatory principle, where states 
are invited to take it in consideration. This concept 
implies that regulations can and should be devel-
oped in such a way as to be “independent of any 
particular technology, without promoting or dis-
criminating against specific technologies as they 
emerge and evolve” (Craig, 2013). Neutrality and 
non-discrimination in the law are almost always 
“laudable objectives” (Craig, 2013). While regu-
larly invoked as a regulatory starting point in policy 
documents around the world, they are, however, 
generally not sufficiently justified.

In 2006, Bert-Jaap Koops explained that, follow-
ing the context, technological neutrality can have 
four main legislative objectives. It may have as its 
objective (a) the achievement of particular effects, 
in terms of the behaviour of peoples or the results 
of activities; (b) a functional value between dif-
ferent modes of activity, particularly offline and 
online; (c) a non-discrimination between technolo-
gies with equivalent effects; or (d) the sustainabil-
ity of the law through efficient regulations (Koops, 
2006, pp. 83–90). Other scholars distinguish three 
general meanings of the term.

According to Maxwell and Bourreau (2014, p. 1), 
technological neutrality may firstly mean “that 
technical standards designed to limit negative 
externalities (e.g. radio interference, pollution, 
safety) should describe the result to be achieved, 
but should leave companies free to adopt what-
ever technology is most appropriate to achieve 
the result”. Secondly, technological neutrality 
may mean that “the same regulatory principles 
should apply regardless of the technology used. 
Regulations should not be drafted in technological 
silos”. For example, the European Parliament and 
Council Directive 2000/46/EC of 18 September 
2000 on the taking up, pursuit of and pruden-
tial supervision of the business of electronic 
money institutions aimed to be neutral in terms 
of the implementation between the various elec-
tronic money technologies, even if it was unable to 
achieve this objective.1 Last but not least, there will 
also be circumstances in which regulators may use 
the threat of future regulation as an incentive to 
push the market towards self-regulation or co-reg-
ulation solutions, which may be more effective 
than repressive regulations. In such case, the prin-
ciple of neutrality may also mean that “regulators 
should refrain from using regulations as a means 
to push the market toward a particular structure 
that the regulators consider optimal” (Maxwell and 
Bourreau, 2014, p. 1). But all these meanings or 
aims of technological neutrality may sometimes 
intertwine inextricably.

1 For more detail, see Caresche (2012).
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There will also be circumstances in 
which regulators may use the threat 
of future regulation as an incentive to 
push the market towards self-regulation 
or co-regulation solutions, which may be 
more effective than repressive regulations.

Thus, the adoption of technologically neutral pro-
visions by the EU appears to be the way forward 
to address the unpredictability of technologi-
cal developments and, therefore, to ensure that 
the law is sustainable to successfully respond to 
such unpredictable developments over a suffi-
ciently long time period. At EU level, the concept 
of technological neutrality has found its place in 
many important initiatives related to new technol-
ogies, the field of AI among them.

Technological Neutrality and European 
AI Policy, Dealing with an Upcoming 
Legal Regime

The rules and principles of the GDPR, such as 
the concept of identifying the person concerned, 
are flexible enough to cover future technological 
developments and provide a sustainable protec-
tion. However, is the GDPR sufficient to deal with 
AI? May AI systems be controllable by and compli-
ant with this regulation?

A recent case allows us to highlight how the appli-
cation of a technologically neutral European norm 
to new technologies may be possible. A Dutch 
court recently ruled against an AI system using 
identification system called SyRI (System Risk 
Indicator), due to data privacy and human rights 
issues (The Hague District Court, 2020). The SyRI 
has been used by four cities in the Netherlands 
to identify people whose social benefit claims 
should be examined further. In particular, it col-
lected information from 17 different govern-
ment data sources, including tax records, market-
ing authorisations, and the land registry. Although 
the Hague District Court considered the use of 
new technologies to control fraud acceptable, 
it found that SyRI was too intrusive and violated 

the confidentiality guarantees granted by European 
human rights law as well as the “technologically 
neutral” 2016 General Data Protection Regulation 
or GDPR (Regulation (EU) 2016/679). As the rules 
and principles of the GDPR, such as the concept 
of identifying the person concerned, are flexible 
enough to cover future technological developments 
and provide a sustainable protection. Although 
the decision was made by a trial court and may be 
appealed, it is likely to set an important legal prec-
edent within the Union for future applications of AI 
systems. Following European Parliament resolution 
of 20 October 2020 on intellectual property rights 
for the development of artificial intelligence tech-
nologies, it is stated that “the Union must address 
the various aspects of AI by means of definitions 
that are technologically neutral and sufficiently flex-
ible to encompass future technological develop-
ments as well as subsequent uses.” The application 
of the principle of technological neutrality, under-
stood at EU level as non-discrimination in favour of 
certain technologies, can also be an important con-
straint. According to the Commission’s White Paper, 
the security and responsibility implications of AI 
include, for example, that people “having suffered 
harm caused with the involvement of AI systems 
need to enjoy the same level of protection as per-
sons having suffered harm caused by other technol-
ogies” (European Commission, 2020b). However, 
the integration of software, including AI, into cer-
tain products and systems can change the way 
they work during their life cycle. In other words, 
consumer protection may differ depending on 
whether AI technology is used in products or ser-
vices, whether it has been integrated into the prod-
uct with its marketing or after, by the producer or 
by a third party. 

AI systems cannot be defined clearly and unam-
biguously. In its 2019 report study on achieving 
a shared common knowledge of AI, the European 
Commission’s high-level expert group defines AI 
systems as “software (and possibly also hardware) 
systems designed by humans that, given a com-
plex goal, act in the physical or digital dimension 
by perceiving their environment through data 
acquisition, interpreting the collected structured 
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or unstructured data, reasoning on the knowl-
edge, or processing the information, derived from 
this data and deciding the best action(s) to take to 
achieve the given goal” (High-Level Expert Group 
on Artificial Intelligence, 2019, p. 6). This definition 
is thus so broad that it “would virtually include any 
system or process capable of collecting data, pro-
cessing it, and acting based on this information” 
(Lozano & Murillo, 2020). Therefore, we must not 
ignore the risk that the vagueness which charac-
terises certain terms and concepts could lead over 
the years to great divergences in the interpretation 
of the law and, consequently, to legal uncertainty. 
Technological neutrality must be therefore fol-
lowed by significant specific regulatory constraints 
and the case of legal liability for AI systems invites 
us to rethink the concept.

The integration of software, including 
AI, into certain products and systems 
can change the way they work during 
their life cycle. In other words, consumer 
protection may differ depending on 
whether AI technology is used in products 
or services, whether it has been integrated 
into the product with its marketing or 
after, by the producer or by a third party.

AI Systems and Legal Responsibility – 
the Illustration of Risk in a Technologically 
Neutral Approach

The European Commission’s publication of 
the White Paper on Artificial Intelligence and 
the European Parliament’s resolution on auto-
mated decision-making processes provide an idea 
of what EU regulation of AI systems might look 
like in the long term. However, if the European 
Parliament’s resolution is adopted as such by 
the EU, questions will remain unanswered about 
the legal responsibility of artificial intelligence. 
Indeed, legal responsibility for AI systems illus-
trates the complexity and risks of a technologically 
neutral approach.

Some of the generally associated problems with AI, 
such as the lack of transparency or unpredictabil-
ity of concrete individual results, do not apply to 
all forms of AI systems, but rather to data-based AI 
systems where causality may be more difficult to 
identify. The unique feature of AI systems is that 
they not only operate on the database embedded 
in their software, but acquire, through data pro-
cessing, “experience” that allows them to more 
effectively manage the tasks assigned to them. 
In this way, however, it becomes difficult to know 
to what extent the effects of AI systems on 
the outside world will depend on human influence 
(Karanasiou & Pinotsis, 2017). The question there-
fore arises whether the artificial intelligence sys-
tem can be classified as a subject of law with rights 
and obligations, comparably to physical ones.

The Commission’s working paper of the 27 
November 2019 on Liability for Artificial Intelligence 
and other emerging digital technologies (European 
Commission, 2019) contains several references to 
the application of the technologically neutral princi-
ple. When using an AI system during the execution 
of a contract, there is a high opacity and complex-
ity when gauging whether the activity of the pro-
grammer has been successfully considered or not 
in the result executed by the algorithm. In other 
words, because of the relatively autonomous nature 
of artificial intelligence systems, it is not always 
easy to determine whether the person who “built” 
the algorithm has properly fulfilled or not their con-
tractual obligations.

As the overall functioning of the system is not 
always subject to human supervision, it is difficult 
to determine the contractual liability of the parties. 
It is not even clear whether any party could have 
influenced the calculation of the algorithm. On 16 
February 2017 the European Parliament adopted 
a resolution promoting common European defini-
tions for “cyber physical systems, autonomous sys-
tems, smart autonomous robots and their subcat-
egories”, as well as the possible establishment of 
a legal personality specific to artificial intelligence 
systems in order to ensure the existence of liabil-
ity and the corresponding compensation, in case 
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of damage caused by an artificial intelligence sys-
tem and not attributable to a human factor.

However, most legal orders have not yet adopted 
specific rules for regulating the possibility of dam-
age caused by an artificial intelligence system. Thus, 
when regulating legal responsibility of AI systems, 
a choice between neutral and AI-specific approaches 
must be made. It would clearly make sense to try to 
produce regulations on the legal liability of AI sys-
tems in accordance with the principle of technolog-
ical neutrality; if it is possible to draft the regulation 
in such terms. However, some authors consider that 
with a complete technological neutrality, “it is impos-
sible to draft legislation with sufficient precision and 
clarity that addresses every possible future technical 
variation” (Bennett Moses, 2005, p. 578).

Most legal orders have not yet adopted 
specific rules for regulating the possibility 
of damage caused by an artificial 
intelligence system. Thus, when regulating 
legal responsibility of AI systems, 
a choice between neutral and AI-specific 
approaches must be made.

An important factor that helps determine whether 
technologically neutral drafting may be possible 
or not could be the regulator’s understanding of 
the technology in question. Otherwise complex 
schemes of “AI facts” will arise. If member states 
decide therefore to maintain a technologically neu-
tral approach based on existing liability regimes, 
they will be quickly overtaken by technological 
developments in AI. In France, for example, liabil-
ity regimes for defective products have been con-
ceived from a purely corporal perspective (Articles 
1384 and 1386-5 of the French Civil Code).

Therefore, even if they can be applied to AI, they 
will probably lead to inappropriate and unbal-
anced solutions, either because they will pro-
vide too automatic a responsibility or because they 
will organise an unfair distribution of responsibil-
ities. Not to mention the problems of legal uncer-
tainty and of harmonised application of technolog-
ically neutral regulation by national judges. As for 

the latter, the national courts may resist technolog-
ically neutral laws, because as time passes and tech-
nology progresses, it is more difficult to see whether 
the law should apply or not, leading to judicial uncer-
tainty on law application (Greenberg, 2016). Judges 
will not be able or willing to apply technologically 
neutral laws in an equivalent and consistent manner.

The establishment of legal responsibility at EU level 
set against national regimes illustrates the complex-
ity and risks of a technologically neutral approach. 
This is why it is important to rethink the concept of 
technological neutrality, so that future AI regulation 
is more specific to this emerging technology.

The “Technology-Specific Neutrality” 
Approach – an Alternative Choice

“Technological neutrality is the dual concern of 
avoiding conferring a monopoly on a particu-
lar commercial technology or product, and also 
of avoiding freezing the law in relation to a transi-
tional state of technology” (Sorieul, 2003, p. 409). 
Announcing an ambitious digital strategy for AI 
and data on 19 February 2020, the European 
Commission (2020a) has fixed the objectives for 
the digital future of the Union. It aims indeed to 
establish a strict legal framework regulating new 
technologies and effectively controlling innova-
tions. However, the diversity in the application of 
emerging digital technologies entails a wide range 
of risks, making it difficult to find simple solutions.

Perceived by many as an advantageous method of 
legislative drafting, it was instead denounced by 
Professor Gautrais (2012) for the vague and inclu-
sive character that limits its usefulness. As he points 
out, it can result in legislative vagueness or hasty 
reaction by a legislator who has not adequately 
weighed the interests of all. Technologically neu-
tral regulations give regulators flexibility, but this 
could encourage them to prematurely extend their 
authority to new markets and technologies before 
it is proven that a lasting market failure must be 
corrected (REFIT Platform Opinion, 2017). In this 
sense, technological neutrality could encour-
age over-regulation of new emerging markets. 
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However, the choice of a legislative technique does 
not necessarily have to be binary.

Technologically neutral regulations 
give regulators flexibility, but this could 
encourage them to prematurely extend 
their authority to new markets and 
technologies before it is proven that 
a lasting market failure must be corrected.

Laws in fact generally result from the combination 
of neutrality and specificity, at least conceptually. 
Several considerations are relevant for evaluating 
legislation and choosing either a technology-neu-
tral or technology-specific approach. If the con-
siderations apply, they become justifications for 
the chosen technique. In other words, the upcom-
ing European regulation on AI systems will have to 
observe, in my opinion, three main considerations: 
flexibility, innovation, harmonisation.

A technologically neutral legislative technique is 
flexible, as it covers a wide range of technologies, 
while a law that mentions a specific technology 
is set to become obsolete sooner or later (Craig, 
2013). However, technology-specific legislation is 
almost by definition more precise and specifically 
adapted to the problem that the legislation aims 
to solve. It can identify the problems involved in 
a particular context (Ohm, 2010, pp. 1695–1696).

Future EU regulation policy on AI systems will have 
to transcend all economic sectors of the European 
single market: energy, aviation, health, finance, etc. 
Each sector’s specificities will have to be then taken 
into consideration when drafting upcoming EU pol-
icies on AI systems. For example, in their study on 
cost-effectiveness support schemes for electricity 
generation from renewable energy (RES-E), Paul 
Lehmann and Patrik Söderholm (2015, p. 14) show 
that “Overall, technology-specific support schemes 
may thus produce economic benefits, particularly 
if technology markets work imperfectly and in sec-
ond-best settings with additional uncorrected mar-
ket failures.” Thus, even if a technology-specific leg-
islation is less flexible, we might prefer sometimes 
specific and narrowly adapted regulations.

Over the past three years, EU funding for AI 
research and innovation has increased by 70% 
compared to the previous period (Gagliani, 2020). 
A technologically neutral legislation helps foster 
innovation and avoids problems of law circumven-
tion. On the other hand, the open nature of tech-
nologically neutral legislation could act as a deter-
rent to technology developers. Not knowing in 
advance how the law could deal the new technol-
ogy developed, developers might refrain from pur-
suing it, perhaps to the detriment of all, while spe-
cific legislation can provide certainty.

A third consideration that supports technologically 
neutral legislation is related to chances of achieving 
harmonisation between different jurisdictions. This 
consideration applies when the technology, or its 
use, is not confined to a defined locality and when 
different jurisdictions are dealing with the same 
problem more or less simultaneously. Thus, this 
consideration is obviously relevant for the digital 
online environment. The case of the eIDAS regula-
tion (electronic IDentification, Authentication, and 
trust Services), which guarantees that electronic 
interactions between companies are safer, faster, 
and more efficient, regardless of the European 
country in which they take place, illustrates this 
point. Online transactions often take place across 
borders. If each state had chosen a particular tech-
nology and incorporated it into their legislation 
through a technology-specific approach, interstate 
and international barriers to electronic commerce 
would likely have been raised. Technologically neu-
tral legislation would validate many technologies, 
not on the basis of their specificities but of their 
function, and thus allow harmonisation. The down-
side of going for a broader statutory language is 
that using many different technologies could lead 
to a lack of interoperability.

Making EU regulations on AI systems more tech-
nology-specific would significantly reduce legal 
uncertainty. Following Greenberg’s research 
(2016, p. 1547) on the US Copyright Act, which 
openly abandons the approach of technologi-
cal neutrality to rather embrace the concept of 
technological discrimination. The laws should 
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prescribe a neutral treatment of all technologies 
that fall within an area defined by certain char-
acteristics and specifications (domain-specific 
neutrality approach). This technological discrim-
ination should thus help to circumvent the unin-
tended consequences of technological neutrality. 
Such an approach would thus allow a non-legisla-
tive adaptation of law to future technologies and 
would recognise when new technologies should be 
treated differently from older technologies.

Making EU regulations on AI systems 
more technology-specific would 
significantly reduce legal uncertainty.

Conclusion

The future for sustainable development and secu-
rity in the EU will largely depend on how digital 
technologies such as 5G, cloud, or AI are imple-
mented. Artificial intelligence, whose evolution 
is at its peak today, outlines a different future 
for the socio-economic reality of the modern 
world. A new area of relatively unregulated social 

relations has been created, for which specific rules 
of conduct should be established.

The employment of AI systems is characterised by 
relative opacity, in the sense that it is not easy to 
understand how they operate and make decisions. 
From autonomous weapons systems (AWS) to 
facial recognition technology to decision-making 
algorithms, the dual nature of artificial intelligence 
technology brings enormous security risks to both 
individuals and entities across nations.

While the debate on the structure, role, and dual 
use of AI will continue in the coming years, any 
attempt to redefine AI security needs to begin 
with identifying, understanding, incorporating, 
and broadening the definition and nature of AI 
security threats. So, we must ensure that the digi-
tal transformation of our society and our industries 
is successfully carried out to build a secure digi-
tal European market. Therefore, the digital trans-
formation of the Union will not only have to be 
accompanied by legislative drafting with specific 
neutrality in the field of Artificial Intelligence, but 
also by a fully operational strategic autonomy. 
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ABSTRACT: 

The Operational Technology (OT) is a novel and rapidly expanding area for both cybercrime 

and industry. The number of attacks against OT infrastructures is increasing; the pandemic 

played a considerable role because of the digital transformation’s acceleration. For example, 

one of the impacts of COVID-19 is the reduction of on-site staff, which puts a strain on OT 

systems, on the already limited resources and required an increase in external connectivity. 

However, from a cybersecurity point of view, IT and OT are still missing a holistic approach 

that includes cybersecurity, physical, and cyber-physical security, an integrated cyber-risk 

estimation, and governance models able to span across IT OT domains.

Keywords: Operational Technology, cybersecurity, IT-OT convergence
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Cybersecurity: Incorporate Data Integrity 
Strategies

Gartner defines Operational Technology (OT) as 
“hardware and software that detects or causes 
a change, through the direct monitoring and/or 
control of industrial equipment, assets, processes 
and events”. OT differs from IT in terms of func-
tionalities, the culture of operators, and threats. 

IBM’s 2020 X-Force Threat Intelligence Index 
summarises that attacks targeting operational 
technology (OT) infrastructure increased by over 
2,000 per cent in 2019 compared to the previous 
year (Kovacs, Echobot Malware Drives Significant 
Increase in OT Attacks, 2020). Security require-
ments of CPSs (Cyber-Physical Systems) are grow-
ing in parallel to the evolution of their threat land-
scape. CPS security goes under the umbrella of 
the Operational Security (OT), a branch of com-
puter security that differs from IT security in sev-
eral respects. IT Security typically builds up from 
the Confidentiality-Integrity-Availability para-
digm (CIA), while OT Cybersecurity starts from 
the Safety-Reliability-Productivity (SRP) prop-
erties. Hence, the safety and security aspects in 
the CPSs are tightly connected to each other. Ten 
years ago, OT systems were physically separated 
from IT systems and the threat environment was 
limited. Today, we witness a convergence of IT 
and OT systems instead: protecting modern CPS 

installations requires both information technol-
ogy (IT) and operational technology (OT) exper-
tise (Gary & Prananto, 2017; D., 2018). Gartner, 
in its hype cycle for the Internet of Things 2019, 
reports the IT/OT alignment at the beginning of 
the plateau of productivity (Gartner, 2019); how-
ever, as shown in Figure 1, there is a challenging 
area that Gartner chart does not consider, being 
the hype cycle about IoT and not about IIoT and 
CPSs. Recent literature reports that the cyberse-
curity approach must be holistic, including cyber-
security, physical security, and cyber-physical 
security (see below). Its governance model must 
be the same – spanning across IT and OT domains 
(Benias & Markopoulos, 2017 ). This is a challeng-
ing area still in the focus of research. Moreover, 
the COVID-19 pandemic hastened this trend: it is 
the digital accelerant of the decade, speeding up 
companies’ digital transformations worldwide by 
approximately an average of six years. This cat-
egory of problems first gained momentum with 
the case of Norsk Hydro (Fouche & Solsvik, 2019), 
where an IT attack provoked OT consequences 
that rolled into the company up to the governance 
level, which took the decision to stop the pro-
duction line (Kovacs, Industry Reactions to Norsk 
Hydro Breach: Feedback Friday, 2019).

Figure 1. Areas of IT-OT security. Source: 
Ghaznavi, 2017.
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Cybersecurity approach must be holistic, 
including cybersecurity, physical security, 
and cyber-physical security, and its 
governance model must be the same – 
spanning across IT and OT domains.

The most critical context where these problems 
are present today is data-intensive Industry 4.0, 
where data collected, usually at the edge, are 
passed along a relatively complex chain of tech-
nological handlers. In this context, cybersecurity is 
necessary. Unfortunately, complex data-intensive 
scenarios, like those requested by modern Industry 
4.0, are difficult to govern, also because of the CIA 
and SRP criteria mentioned above. However, lit-
erature does not agree on what is the correct 
model for a correct holistic (i.e. omni-compre-
hensive) approach to cybersecurity (an example 
is the VMWare’s Cognitive attack Loop (VMware 
Carbon Black, 2019)). Putting together all the lay-
ers that are affected by a cyber threat leads to 
a relatively complex model, made of fifteen layers, 

which starts from the root (the physical layers) and 
ends with integrated governance. The so-called 
Cyber-Terrain Model or CTM (Riley, 2014) orig-
inated in the military area (David, Conti, Cross, 
& Nowatkowski, 2014) and is gaining momentum 
as one of the most complete models for cyberse-
curity in mixed IT-OT data-intensive contexts.

Regarding Figure 2, the CTM:

•	 can enable a shared understanding by engineers, 
operators, analysts, executives, and board mem-
bers, which led to the adaptation of the 15-layer 
model shown below to the OT context;

•	 has clear links with attacker TTPs (Tactics, 
Threats, and Procedures), which are funda-
mental information to guide the vulnerabil-
ity assessment;

•	 supports the extension of Vulnerability 
Assessments over its 15 layers.

Figure 2. Cyber-Terrain Model layers. Source: 
Riley, 2014.
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Another crucial distinction is the difference 
between the IT and OT threat landscapes (Fink 
& McKenzie, 2019): the risks and threats of these 
two worlds are very different. For example, one 
relevant ICS threat is the miss or delay of required 
traffic: while in an IT system this would not be in 
most cases a related issue, in a CPS it becomes 
a threat because of the anomalies injected into 
the system (or the malicious absence of anomalies, 
e.g. an infected and malfunctioning system that 
reports normal logs).1 By this point of view, liter-
ature reports that anomaly detection solutions for 
a CPS should differentiate, and handle differently, 
real anomalies (i.e. coming from defective pro-
cesses or actual exceptional events) and injected 
anomalies (i.e. resulting from a cyber-attack). Since 
Stuxnet (Denning, 2012), OT security has been 
demonstrating that malware can inject anomalies 
or drift in the processes. Unfortunately, cyberse-
curity in the CPSs and Industry 4.0, in general, still 
have low maturity. Regulations such as ISA99/IEC 
62443 (Network and system security for indus-
trial-process measurement and control) are still 
not complete – for example, Part 3-2 (Security 
risk assessment and system design and technical 
requirements) is in draft.

With the emergence of the Internet of Things par-
adigm (and its contextualisation to the Industrial 
IoT setting), the ability to connect automated 
devices that communicate via the Internet is 
becoming pervasive from the factory floor (Lezzi, 
Lazoi, & Corallo, 2018). The transition from closed 
networks to enterprise IT networks and then to 
the Internet is increasing issues and alarms about 
security. As we increasingly rely on intelligent and 
interconnected devices, a new question related 
to security comes up: how can we protect all 

1 Two significant categories make up the threat landscape of 
CPS: (i) malevolent agents that are injecting anomalies and (ii) 
malevolent agents that are injecting normalities. The type (i) 
refers to agents that, more or less rapidly, shift the operation-
al parameters of the CPS or the entire production floor into 
the direction planned by the attacking entity (e.g. malware 
which deliberately and slowly alters a turbine speed or an oven’s 
temperature). The type (ii) refers to agents that, controlled by 
the attacker, are reporting normal behaviour to the monitoring 
sensors in the face of malfunction, to mask their activities.

the appliances to avoid the intrusions and inter-
ferences that could compromise personal secu-
rity and privacy? The confidence in these devices 
has become essential, and it is a crucial factor to 
guarantee cybersecurity. Vulnerabilities are usu-
ally based on software failures used to force 
the device to change its normal behaviour or 
operation (Radanliev, et al., 2018). These vulner-
abilities are intrinsic to the software, but it is pos-
sible to reduce them with a good design and soft-
ware implementation. The main reason for this is 
that the software is usually handmade, and errors 
remain in the final code.

As we increasingly rely on intelligent and 
interconnected devices, a new question 
related to security comes up: how can 
we protect all the appliances to avoid 
the intrusions and interferences that could 
compromise personal security and privacy?

Another research question is related to IoT devices’ 
connectivity (or rather Industrial IoT) or new soft-
ware and older applications. This type of appli-
cations is usual in the industry, like embedded 
programmable controllers and automata operat-
ing systems that sometimes are integrated into 
enterprise IT infrastructure. In this sense, it is vital 
to protect them from human interference while 
preserving the investment in the IT infrastruc-
ture and the leverage on the security functions. 
Besides, the way these systems receive soft-
ware updates and patches without risk in terms 
of safety is remarkable. Moreover, the channels 
must be secure to protect the information from 
unauthorised disclosure and usage. On the other 
hand, the use of insecure peripherals can, there-
fore, infect the network with malware, leading to 
potential dangers when reaching the production 
control system.

Existing techniques in the state of the art for 
the domain of high-reliability systems must be 
used efficiently in the designing, developing, and 
maintaining phases of these new connected appli-
cations. Security must play a vital role in the whole 
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data life cycle and throughout the operational 
environment (Ustundag & Cevikcan, 2017). Some 
of these security techniques are related to:

•	 Cryptographically generated signatures. They 
are usually used to create whitelists of users that 
minimise the risks of contaminating the system 
through other applications and patches.

•	 Device authentication: when a new device is 
plugged into the network, it should authenti-
cate itself before receiving or transmitting data. 
With machine authentication, the devices can 
access a system based on credentials stored in 
a secure area.

•	 Updates and patches: when a device is work-
ing, it will receive software updates similar 
to a computer with Linus or Windows oper-
ating system, with the security problems and 
faults corrected as soon as they are known. 
Of course, it is a problem to patch thousands 
of devices which are executing critical func-
tions with high availability constraints. These 
patches must also preserve limited bandwidth 
and connectivity as well as use secure trans-
mission links.

•	 Hypervisors: to protect the applications with 
several levels of security, a hypervisor allows 
running different operating systems side by 
side within compartments whose strict sep-
aration is ensured by hardware support. 
Of course, it is another problem to implement 
virtualisation on low-end computing systems 
with limited computing capabilities.

•	 Firewalls and IPS: devices need a firewall or 
some other network data inspection capability 
to control incoming and outgoing traffic with 
other devices. Some of the industrial embed-
ded devices do not use IP based protocols, 
but instead they use specific protocols such as 
MODBUS (Grid Connect, 2019). Thus, indus-
try-specific protocols also need filtering and 
malware inspection capabilities.

Security must play a vital role in 
the whole data life cycle and throughout 
the operational environment.

Data security must be guaranteed along the entire 
data life cycle: at ingestion or acquisition time 
(where the data is generated), at transportation 
or motion stage (while moving from sensors to 
the destination), and at rest phase (once stored, 
for example in the database)2.

Impact of 5G and the Evolution to 
Industry 5.0

According to McCann et al., “The Fourth Industrial 
Revolution or simply ‘Industry 4.0’ is how the manu-
facturing industry expects to maximise the innova-
tions of 5G wireless communications by automating 
industrial technologies and utilising other enabling 
technologies such as artificial intelligence (AI) and 
machine learning. The industry expects this to lead 
to more accurate decision making such as automa-
tion of physical tasks based on historical informa-
tion and knowledge, or improved outcomes for a 
wide range of vertical marketplaces not just in man-
ufacturing but verticals such as agriculture, supply 
chain logistics, healthcare, energy management and 
an ever-increasing number of industries becom-
ing more aware of the potentials of 5G” (McCann, 
Quinn, McGrath, & O’Connell, 2018).

While 4G networks can provide peak data rates of 
one gigabit per second (Gbps) and actually sustained 
bandwidth of around 10 Mbps, new industry ser-
vices will significantly exceed what current networks 
can reliably provide. Within 5G, the experienced 
bandwidth is expected to increase 100-fold and 
reach up to one Gbps. Frequently, applications also 
have intense demands on data delay. For instance, 
in autonomous driving or critical control systems, 
when data must be shared across devices, latencies 
of one millisecond are a target, which is a tenth of 
what is provided by current mobile networks.

2 The three phases of the data life cycle are (1) ingestion (acqui-
sition from local sensors), (2) data in transit and (3) data at rest 
(Lord, 2019).
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Adopting 5G in Industry 4.0 has already started 
with installations of private 5G networks;3 how-
ever, todays incoming large-scale adoption of 5G 
started to be referenced as the transition from 
Industry 4.0 to Industry 5.0. Industry 5.0 will 
be characterised by the cooperation between 
machines and human beings, with the aim to give 
an added value to production, by creating person-
alised products able to meet customers’ require-
ments (Madia, 2020). Industry 5.0 is of paramount 
importance for Europe. 5G can become the refer-
ence communication platform for almost all indus-
trial sectors, driving the transition of Industry 4.0 
and intelligent manufacturing towards Industry 
5.0. In this sense, 5G becomes an element of 
the supply chain and the industrial threat land-
scape (O’Connell, Moore, & Newe, 2020). 
Unfortunately, it happens in a complex worldwide 
context, shaken by pandemics, cybercrime raise, 
economic tensions and transformations.

•	 Being the 5G part of the OT threat landscape 
feeds cyber threats and endangers the safety 
and opens potential cyberwarfare scenarios.

•	 Private networks are not subject to EU Toolbox 
and can make their installations without legal 
limitations, nor are they subject to Golden 
Power4 requirements. From an industry point of 
view, a private 5G network opens the possibility 

3 A mobile private 5G network, as the name suggests, is a lo-
cal area network that utilizes 5G technology as its communica-
tion medium to build and create a “private” network. Private 5G 
networks are referred to as local 5G networks or mobile private 
networks (MPN). This involves two options: (i) the deployment 
of a physically isolated private 5G network (i.e. a 5G island) that 
is independent of the mobile operator’s public 5G network; 
(ii) the deployment of a private mixed mode 5G/4G network 
which connects to a mobile operator through a 4G or internet 
connection.

4 Italy, like France with the “Bothorel” law, has a special leg-
islation for critical infrastructures of national interest, called 
“Golden Power”. It is a national regulation that defines rules for 
acquirers of technologies from non-European vendors. The leg-
islation was extended to include the 5G networks and operators 
(Article 1-bis of L 21/2012, special powers relating to broad-
band electronic telecommunications networks with 5G technol-
ogy). This is an Italian set of obligations, with specific extensions 
for 5G, that applies to all the relevant national security actors 
(e.g. MNOs, public bodies, critical infrastructures).

of adding layered security at every level of 
the manufacturing process. This affords the net-
work owner a level of control that would not be 
possible on public infrastructure.

•	 Safety and cyber warfare scenarios are not 
theoretical. However, even in less drastic sce-
narios, following a 5G slowdown, the control 
chains might suffer hiccups with consequences 
for an industry’s control layer (e.g. protection 
against industrial espionage).

•	 5G must guarantee ultra-reliable, high-speed, 
low-latency, power-efficient, high-density wire-
less connectivity and safety and reliability in 
the OT sense, 99.9 periodic per cent of the time.

•	 5G enables the exploitation of processing 
power and storage capabilities that cloud serv-
ers boast, thus representing a shift towards 
the Integrity-Availability-Confidentiality (IAC) 
paradigm. Therefore, it is crucial to keep in 
mind the network segmentation and guar-
antee the integrity and availability of data. 
Moreover, there is a need to handle the con-
current access to data properly while maintain-
ing the established service level agreement.

5G can become the reference 
communication platform for almost all 
industrial sectors, driving the transition of 
Industry 4.0 and intelligent manufacturing 
towards Industry 5.0. In this sense, 5G 
becomes an element of the supply chain 
and of the industrial threat landscape.

Suppose 5G-controlled factories allow an attacker 
to compromise the integrity of production. In that 
case, such a tool will destroy or hurt a competi-
tor much more elegantly than a brute-force dis-
ruption of the production. Alternatively, from 
the defender’s viewpoint: it is good to know that 
the machines are running, but it is even more 
important to know that they are producing what 
they are supposed to produce.
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Recent SwissRe SONAR Insurance report of 2019 
(SwissRE, 2019) reinforce the discussion: “hack-
ers can also exploit 5G speed and volume, mean-
ing that more data can be stolen much quicker […] 
interruption and subversion of the 5G platform could 
trigger catastrophic cumulative damage. Cyber expo-
sures are significantly increased with 5G, as attacks 
become faster and higher in volume”.

Integrated IT-OT Protection Solution

Summing OT security, from a bird’s-eye view, has 
some main problematic areas:

•	 Protect boundaries. OT machines have a long 
operation life (usually up to 30 years) and 
often cannot be live-patched. It is therefore 
often impossible to protect individual devices 
against cyber-attacks. Consequently, it is nec-
essary to protect the boundaries.

•	 OT is in the middle of the supply-chain (island 
hopping). The most common OT risk is being 
someone else’s supply-chain “Trojan” (one of 
the islands in an “island hopping” attack, e.g. 
Siemens devices with StuxNet).

•	 Very long and usually low controllable sup-
ply-chains, also for relatively small indus-
tries and impact of intangible assets. The loss 
of reputation (i.e. an intangible asset) in front 
of the final client after a critical data breach 
is one of the most neglected risks. This risk 
requires careful selection of the supply chain 
members, those involved in the maintenance 
process, high-security standards and third-
party liability clauses.

•	 Low maturity of cybersecurity in Industry 
4.0/5.0. Cyber-security maturity of I40 is 
still low compared to IT. Fundamental regula-
tions such as IEC 62443 (Network and system 
security for industrial-process measurement 
and control) are always evolving in cyberse-
curity chapters. The market is rapidly grow-
ing and researches too. This happens despite 
Gartner’s hype cycle on Internet of Things 
for 2019 (Memon, Memon, Ahmed, Ahmed, 

& Sattar, 2020) reporting IT/OT convergence 
in the “Slope of Enlightenment” phase while 
the 2020 edition phase it out of the hype cycle.

As reported in Figure 3, a schematic approach 
that encompasses all the considered remarks is 
made of four phases: (i) threat data collection, (ii) 
threat data measurement, (iii) AI-based anomaly 
and weak signals detection, and (iv) AI-based sit-
uational awareness. The first two are related to 
the proactive collection of attack evidence from 
outside (e.g. proactive threat intelligence scanning) 
and from inside (e.g. proactive vulnerability assess-
ments) an OT implant. The phases (iii) and (iv), in 
turn, are two AI-enabled phases where the infor-
mation is collected and analysed to identify incon-
sistencies and anomalies.

Figure 3 represents a dynamic threat management 
solution made of the following elements:

•	 (i) Data of externally known, incoming threats 
fed into the system (e.g. Shodan, direct scan-
ning and dark web, honeypots, malware, SSL 
to track actors across the Internet, big data 
sharing projects, black market, etc.).

	○ Comparison with similar entities (e.g. other 
industries) to identify the incoming threats 
and do data analysis on the collected 
information.

	○ Threat intelligence system solutions and 
input from external entities such as ISAC 
or CSIRT, or known vulnerability databases 
such as CVE, CWE, and NVD. In addition 
to them, MITRE’s ATT&CK and CAPEC are 
two frameworks that collect attack meth-
odologies used to exploit component vul-
nerabilities (Mavroeidis & Bromander, 
2017). The information obtained can be 
represented in machine-readable formats 
like JSON (on which the STIX standard lan-
guage for cyberthreat intelligence infor-
mation exchange is based) or CVRF (with 
which the vulnerabilities from CVE data-
base are represented) (Ramsdale, Shiaeles, 
& Kolokotronis, 2020).
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Figure 3. General schema of the proposed dynamic 
threat management solution for OT systems.

•	 (ii) Local sensors: a distributed sensor network, 
based on edge computing that collects signals 
from the production and shop floor and sends 
them to a central AI that detects the weak sig-
nals and the anomaly (the idea comes from 
anomaly detection theory).

	○ Collecting device’s firmware-level details, 
including OS specifics, application version, 
and serial number, for instance through 
the Nmap tool that makes available scripts, 
based on SMTP protocol, with the purpose 
of extracting information from devices 
(Karlsson & Mazzurco, n.d.).

•	 (iii) AI doing vulnerability identification. The AI 
extracts weak signals and improves the anom-
aly detection engine.

	○ Involvement of the machine tools to do 
white-box anomaly detection (based on 
templates) also exploiting the “digital 
twin” approach.

	○ Anomaly detection for the rest of 
the production line, with templates based 
on measurements (measured templates).

•	 (iv) AI doing risk prioritisation. The system 
feeds another AI that specialises in risk mit-
igation, matching the risk reduction strate-
gies dynamically.

	○ The second AI handles the risk manage-
ment logics.

	○ Low risk is automatically contained (e.g. 
a new policy is issued).

	○ High risk that requires some drastic inter-
ventions or cannot be automated (e.g. 
a temporary shutdown of the production 
floor) is reported along the decisional work-
flows with a situational awareness platform 
to the decision-makers. The decision tak-
ers evaluate a manual intervention’s pros 
and cons, also economically (Frumento & 
Dambra)). The decision is taken to the govern-
ance board, to support the key decision-mak-
ers (e.g. CISO) (Karlsson & Mazzurco, n.d.).

	○ Many reports show that support of the 
internal decision flows is a business pain.

	○ Solve the “fear” of applying a patch 
to a system to solve a threat (e.g. “it’s 
better to stay vulnerable than go out 
of business”).

(i) Threat data collection 
(proactive from external)

• From external sources (e.g., 
Shodan etc.)

• From ISAC (e.g., similar 
entities)

• Sensors to black market 
trends

(ii) Threat data 
measurement (proactive 

from inside)
• One-shot: reports from 

regular VA or PTs about 
internal vulnerabilities and 
misconfigurations

• Real-time: collection from 
local sensors (also 
interfacing to legacy)
• Implemented via edge-

computing sensors and 
actuators (e.g., for the 
early containment)

• Inventory: advanced 
security inventory of the 
on-field devices

• Interconnection among IT 
and OT (ex integration of 
IT and OT SOCs)

(iii) AI-based anomaly and 
weak signals detection 
(reactive, automatic)

• Weak signals theory.
• Central AI/reasoner to 

handle the entire risk 
mitigation process
• e.g., including wrong 

Dataspace segmentation 
(Authorization, 
Authentication issues)

• NB: not only PC but also 
other types of machineries 
(e.g. industrial robots or 
IIoT)

• Include weak signals 
evidences coming from 
digital twin emulations

• White-box anomaly 
detection involving the 
producer of the machine-
tools

(iv) AI-based situational 
awareness (reactive, 

containment also manual)
• AI support risk escalation 

logics
• Support of the local 

decisional workflows
• Prioritise the residual risk 

with costs and 
consequences indicators.

• Integration of systemic 
and economic trends

• Escalation logics: trigger 
the immediate containment 
logics for low risks (e.g.
automatic policy-adjust or 
disturb the attack pattern –
e.g. with noise). For higher 
risks triggers manual 
decision workflows 
(considering cyber risk 
costs).

• Two specialized AIs, for 
vulnerability detection 
and remediation 
prioritization
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protocols, low memory, no interfaces, layered networking, etc.)

Data coming 
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Figure 4 reports a simplified logic schema of 
the workflow of Figure 3. Between the data sources 
and the data gathering phases of a typical OT control 
implant, we added an OT Anomaly Detector, which 
plays a pivotal role between IT and OT. Its function 
is to collect information from both domains and 
support the identification of anomalies from either 
the inside or outside (external) points of view, men-
tioned in Figure 3 phases (i) and (ii).

Figure 4. Schematic representation of the OT 
Anomaly detection system.

Besides, IT/OT security must link security and 
safety (i.e. physical security) workflows. As dis-
cussed in earlier sections, in OT, safety and security 
overlap each other. IT and OT workflows, policies, 
and operations should overlap too. Unfortunately, 
most IT/OT solutions approach the problem from 
a purely cyber or safety perspective. Unique gov-
ernance spans security and safety, cybersecurity 
and physical SOCs (e.g. internal cam, anomalies in 
entrances, physical security alarms, etc.).

The last fundamental element is to support 
the decision workflows from lower to upper lev-
els. This means to support different types of 

stakeholders with KPIs specific for each of the 15 
abstraction layers of the CTM: this includes stake-
holders ranging from the production floor, where 
the typical KPI is availability, up to the governance, 
where other variables need to be considered (e.g. 
the cascading economic impact or risk). An interest-
ing area of exploration is to include research results 
from different sectors such as the civil protection 
sector (typically used to deal with safety), economy 
experts (to evaluate the economic consequences of 
risk and the sustainability of the countermeasures).

Major Innovations and Conclusions

One of the most urgent needs is to reconcile IT 
Security (typically built on Confidentiality-Integrity-
Availability paradigm) with OT Cybersecurity (built 
on Safety-Reliability-Productivity properties). This 
passes through creating a holistic and sustaina-
ble approach that includes cybersecurity, physi-
cal security, and cyber-physical security. The gov-
ernance model must be the same spanning across 
IT, and OT domains and the sustainability must be 
declined in terms of risks, costs, and processes.
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From the cybersecurity point of view, the signifi-
cant advantage, over state of the art, will be cre-
ating an integrated security solution, designed 
to protect and ensure the integrity of the entire 
data-processing chain. As it happened already in 
other sectors, for example, software development, 
the security countermeasures are considered 
an add-on, added later in the development stage 
on top of the data analytics or AI systems. Like in 
software development earlier, this approach cre-
ates problems because the security solutions 
are disconnected from the real value created by 
the system they protect.

From the cybersecurity point of view, 
the significant advantage, over state of 
the art, will be in creating an integrated 
security solution, designed to protect and 
ensure the integrity of the entire data 
processing chain.

The second element of innovation is in the secu-
rity solution itself, which is created consider-
ing the two most used IT and OT security para-
digms: CIA and SRP. In industrial contexts, more 
than elsewhere, the conjunction of the CIA and 
SRP paradigms is a fundamental aspect because 
security threats are a matter of protecting data and 
safeguarding production processes and potentially 
lives. Gartner predicts 75% of CEOs will be per-
sonally liable for cyber-physical security incidents 
by 2024 (Gartner, 2020). The security approach 
plans explicitly to improve and harmonise IT and 
OT exchange of information to enhance detection 
of security-injected anomalies.

Partially funded by the OK-INSAID (Operational 
Knowledge from Insights and Analytics on Industrial 
Data) project, Italian Minister of Economic 
Development (MiSE), grant no. ARS01_00917.
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